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Motivation

  The three main problems in object detection in drone-captured images:
  (a) Size variation
  (b) High-density
  (c) Large coverage of objects on drone-captured images
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Motivation

  TPH-YOLOv5 architecture:
  TPH-YOLOv5 introduces an additional head, Transformer prediction head (TPH), and convolutional block 

attention module (CBAM).
  Four prediction heads are named tiny, small, medium, and large heads.
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Motivation

  Problems of TPH-YOLOv5:
  Problems at Tiny Prediction Head: It produces plenty of wrong boxes with relatively large confidence, 

especially between 0.2 and 0.6.
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Motivation

  Problems of TPH-YOLOv5:
  Problems at Small Prediction Head: the Small Prediction Head also captures objects that are contained 

by the results predicted by the additional Tiny Prediction Head
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Contributions
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The new contributions in the paper:
  TPH-YOLOv5++ is proposed to significantly reduce the computational 
cost and improve the detection speed of TPH-YOLOv5.
  Cross-layer Asymmetric Transformer (CA-Trans) is designed to replace 
the additional prediction head while maintain the knowledge of this head.
  By using a Sparse Local Attention (SLA) module, the asymmetric 
information between the additional head and other heads can be captured 
efficiently, enriching the features of other heads.



TPH-YOLOv5 Architecture
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TPH-YOLOv5++ Architecture
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TPH-YOLOv5++ Architecture
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Cross-layer Asymmetric Transformer (CA-Trans)
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TPH-YOLOv5++ Architecture
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Sparse Local Attention (SLA)
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Experiments
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  Dataset
  VisDrone2021 dataset

  Trainset: 6,471 images
  Validation set: 548 images
  Test-dev: 1,610 images
  Test-challenge: 1,850 images
  Evaluation: validation set and testset-dev



Experiments
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  Dataset
  UAVDT (Unmanned Aerial Vehicle Benchmark Object Detection and Tracking) 

dataset
  40,376 images (50 videos)
  Trainset: 24,778 images (31 videos)
  Testing set: 15,598 (19 videos) 



Experiments
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  Implementation Details
  PyTorch 
  An NVIDIA RTX3090Ti GPU for training and testing
  Pre-trained model from YOLOv5x
  Adam optimizer 
  Use 0.0003 as the initial learning rate with the cosine lr schedule
  On VisDrone2021:

  Epoch: 65 epochs
  Batch size: 2
  Input images: 1536 x 1536

  On UAVDT:
  Epoch: 30 epochs
  Batch size: 4
  Input images: 1024 x 1024



Experiments
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  Comparisons with the State-of-the-art
  On VisDrone 2021 test-challenge dataset



Experiments
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  Comparisons with the State-of-the-art
  On VisDrone 2021 validation dataset



Experiments
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  Comparisons with the State-of-the-art
  On VisDrone 2021 test-dev dataset



Experiments
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  Comparisons with the State-of-the-art
  On UAVDT



Ablation studies
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  Ablation Study on VisDrone2021 Test-Dev Set



Ablation studies
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  Ablation Study on UAVDT



Ablation studies
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Ablation Study for Each Category on VisDrone2021 Test-Dev Set



Ablation studies
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  Comparisons with the State-of-the-art
  Ablation Study of Neighborhood Size



Qualitative Visualization of Detection Results

22

  On the VisDrone2021 test-challenge set



Qualitative Visualization of Detection Results
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  On the UAVDT dataset



Qualitative Visualization of Detection Results
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  Visualization of Correct Bounding Boxes



Qualitative Visualization of Detection Results
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  Visualization between TPH-YOLOv5 and TPH-YOLOv5++



Conclusions

  This paper presents a novel Cross-layer Asymmetric Transformer module

  By replacing the original multi-head self-attention in Vision Transformer with 
Sparse Local Attention, the Cross-layer Asymmetric Transformer module can 
enrich the feature of small paths with the help of tiny paths.

  Opinions:
  Explain the YOLOv5 architecture using mathematical formulas
  Modify the ViT Transformer 
  Apply in my work with Drone datasest
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Photometric Distortion  

https://giggster.com/guide/basics/hue-saturation-lightness/



Geometric Distortion 

https://innovationm.co/image-croprotateresize-handling-in-ios/



CV Data Augmentation

https://blog.roboflow.com/yolov4-data-augmentation/

Mosaic



Non-Max Suppression (NMS)

https://www.analyticsvidhya.com/blog/2020/08/selecting-the-right-bounding-box-using-non-max-
suppression-with-implementation/



WBF vs NMS

https://blog.roboflow.com/yolov4-data-augmentation/



WBF

https://blog.roboflow.com/yolov4-data-augmentation/



WBF: Ensemble models —predictions from different models on the same data

https://medium.com/



WBF: Predictions from Single model with Augmented data

https://medium.com/



Focus module

https://programmer.ink/think/analysis-of-yolov5-network-module.html



Vision Transformer (ViT)

Dosovitskiy, Alexey, et al. "An image is worth 16x16 words: Transformers for image recognition at scale." ICLR 2021



Transformer Encoder
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Transformer Encoder
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Cosine lr schedule
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YOLOv5 v6.0

https://github.com/ultralytics/yolov5/issues/6998#41



CSP module - Bottleneck



CSP module - Bottleneck



SPP – Spatial Pyramid Pooling



Neck – Path Aggregation Network



Neck – Path Aggregation Network



Neck – Path Aggregation Network



Dilated convolution



SiLU ActivationSiLU Activation



Activation function



Parameters of the four structures



Anchor

There will be Anchor frame with initial length and width

 the anchor frame initially set by Yolov5 on the Coco data set:
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Total Loss



Total Loss
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� obj is equal to one when there is an object in the cell, and 0 otherwise. 



Total Loss

https://towardsdatascience.com/cross-entropy-for-classification-d98e7f974451



Distance IoU Loss
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DIoU loss is invariant to the scale of regression problem, and like GIoU loss, DIoU loss also provides the moving 
directions for predicted bounding boxes for non-overlapping cases.



Efficient sub-pixel convolutional neural network (ESPCN) 



ResNet



ResNet



ResNet in FPN



Faster-RCNN



Faster-RCNN

Image source: https://www.yfworld.com/?p=6049



Faster-RCNN with FPN

Image source: https://link.springer.com/chapter/10.1007/978-3-030-57884-8_38



Nearest Neighbor Interpolation
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https://jason-chen-1992.weebly.com/home/nearest-neighbor-and-bilinear-interpolation
https://theailearner.com/2018/12/29/image-processing-nearest-neighbour-interpolation/



TP, FP and FN

Image source: https://manalelaidouni.github.io/Evaluating-Object-Detection-Models-Guide-to-Performance-Metrics.html



Metric

Source: https://www.researchgate.net/post/What_is_the_best_metric_precision_recall_f1_and_accuracy_to_evaluate_the_machine_learning_model_for_imbalanced_data



ROI Pooling
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https://firiuza.medium.com/roi-pooling-vs-roi-align-65293ab741db



ROI Align
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https://towardsdatascience.com/understanding-region-of-interest-part-2-roi-align-and-roi-warp-f795196fc193



RetinaNet



FCOS



Mask-RCNN



Bilinear interpolation
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Deconvolution

https://i.stack.imgur.com/GlqLM.png



Deconvolution

https://i.stack.imgur.com/GlqLM.png



Softmax



Normalization



Adam Optimizer

https://blog.paperspace.com/intro-to-optimization-momentum-rmsprop-adam/


