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Asymmetric Cross-Attention Hierarchical Network
Based on CNN and Transformer for Bitemporal

Remote Sensing Images Change Detection
Xiaofeng Zhang , Shuli Cheng , Liejun Wang , and Haojin Li

Abstract— As an important task in the field of remote sensing
(RS) image processing, RS image change detection (CD) has made
significant advances through the use of convolutional neural net-
works (CNNs). The transformer has recently been introduced into
the field of CD due to its excellent global perception capabilities.
Some works have attempted to combine CNN and transformer to
jointly harvest local-global features; however, these works have
not paid much attention to the interaction between the features
extracted by both. Also, the use of the transformer has resulted in
significant resource consumption. In this article, we propose the
Asymmetric Cross-attention Hierarchical Network (ACAHNet)
by combining CNN and transformer in a series-parallel manner.
The proposed Asymmetric Multiheaded Cross Attention (AMCA)
module reduces the quadratic computational complexity of the
transformer to linear, and the module enhances the interaction
between features extracted from the CNN and the transformer.
Different from the early and late fusion strategies employed in
previous work, the effectiveness of the mid-term fusion strategy
employed by ACAHNet shows a new choice of timing for feature
fusion in the CD task. Our experiments on the proposed method
on three public datasets show that our network has a better
performance in terms of effectiveness and computational resource
consumption compared to other comparative methods.

Index Terms— Asymmetric cross-attention, change detection
(CD), convolutional neural network (CNN), deep learning (DL),
transformer.

I. INTRODUCTION

REMOTE sensing (RS) image data has gained tremen-
dous growth with the development of different types

of sensors. This growth in data has driven the geoscience
and RS community to apply deep learning (DL) algorithms
to solve different RS tasks [1]. Change detection (CD) is
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Fig. 1. Graphical illustration of the CD task.

receiving increasingly widespread attention in these tasks.
CD is defined in [2] as “The process of identifying differences
in the state of the same object or phenomenon by observ-
ing it at different times.” Specifically, the CD system aims
to compare two coregistered RS images taken at different
times to assign a binary label to each pixel [3]. The label
indicates whether the region corresponding to that pixel has
changed between shots. As shown in Fig. 1, in the change
map, white indicates changed and black indicates unchanged.
CD techniques have many applications in areas, such as
deforestation assessment [2], urbanization monitoring [4], [5],
disaster assessment [6], [7], environmental monitoring [8],
agricultural monitoring [9], and many more. Developments in
CD technology have made ground monitoring more efficient,
reducing labor costs and time consumption.

The rapid growth of RS image data has placed new demands
on CD techniques. First, during the acquisition of bitemporal
RS imagery, changes in light angle or intensity, changes in
seasons, sensor type, and other imaging conditions can affect
the representation of the same semantic object in a given image
pair. In Fig. 2(a), we can see a clear difference in appearance
between the two images under different lighting conditions.
Second, as high-resolution RS images have complex texture
information and limited spectral information [10], this can
make it more difficult to align RS images to geometry,
leading to some registration errors. These registration errors
can have an impact on the reliability of the CD results. The
presence of significant registration errors can be observed in
Fig. 2(b). Third, the definition of change varies depending on
the application scene. For example, in Fig. 2(c), it can be
observed that changes in temporary objects, such as cars, are
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Fig. 2. Variety of irrelevant changes affect change detection results. (a) Light
causes a change in roof color. (b) Some registration errors. (c) Moving cars
changes.

not labeled as changes in the label. These uncorrelated changes
can interfere with the detection of changes of interest. Finally,
the number of pixels in the unchanged region of the sample is
much greater than the number of pixels in the changed region.
This is the problem of sample imbalance. In general, with the
problems mentioned above, learning the different information
of sample features effectively and improving the accuracy and
efficiency of CD are the problems that need to be solved for
RS CD at present.

In response to the above problems in CD, researchers have
proposed a number of methods from various perspectives.
As far as traditional methods are concerned, they can be
divided into three categories: Methods based on algebraic
operations on images [11], methods based on image trans-
formations [12], and postclassification-based approach [13].
Among the methods based on algebraic operations on images,
change vector analysis (CVA) [11] uses the direction and
magnitude of the change vector (often expressed as a
Euclidean distance) to analyze the type of change. In this
process, a threshold is set to distinguish between changed
and unchanged regions. Image transformation-based meth-
ods use feature representations extracted from the original
image to distinguish between changed and unchanged pixels.
Seo et al. [14] used random forest regression to build an
SAR image incorporating coarse-grained surface features of
synthetic aperture radar (SAR) images and spectral features
of multispectral (MS) images for CD. Ahlqvist [15] used
a postclassification approach to land cover change analysis
using category semantics as a basis; however, the effectiveness
of this approach is highly dependent on the effectiveness of
prelearned features. In addition, traditional machine learning
methods, such as K-nearest neighbors (K-NN) [16], support
vector machines (SVMs) [17], [18], Decision Trees (DTs) [19],
and Markov random field models [20], [21] have also been
used to implement CD.

Traditional CD methods require tedious preprocessing of
the images to be detected and the construction of complex
supervised or unsupervised classification algorithms. Meth-

ods constructed in this case are less robust. In contrast,
DL methods have end-to-end characteristics and nonlinear
mapping capabilities, avoiding the tedious phase of manual
feature design. This provides ideas for exploring new CD
methods. Examples include stacked autoencoders (SAEs) [22]
deep belief networks (DBNs) [23], and convolutional neural
networks (CNNs) [24]. Among them, the mechanism of weight
sharing and local connectivity of CNN gives them the ability
to extract refined and multilevel abstract features, which are
widely used in both computer vision [25] and RS [26]. As the
CD network requires two images as input, the difference
in the way the two images are processed will also affect
the final detection result. Some of the earlier approaches
connected coregistered bitemporal images as a whole as input
to the network. For example, FC-EF, proposed by Daudt
et al. [3], concatenates bitemporal images and extracts features
through convolutional networks to detect changes. This type of
method is called an “early fusion networks” [27], [28], [29].
As early fusion networks processed images after cascading,
the networks were not able to extract the respective single-
temporal features of the bitemporal images well, and fine
single-temporal features are clearly important for the later
detection of feature differences. Late fusion networks based
on weight sharing [30], [31], [32], on the other hand, use
two branches of the network that extract features to obtain
single-temporal features separately, which are fused by various
strategies and then used as input to the CD branch. For
example, Chen and Shi [33] used two branches of a conjoined
network to extract single-temporal features of a bitemporal
images in parallel, using Euclidean distance to measure the
differences between features to eventually generate a change
map.

The features learned in the shallower layers of the late
fusion network are, however, not well represented, and the
information extracted in the deeper layers suffers from a loss of
contextual relevance due to the local connectivity nature of the
CNN. The CD network proposed based on UNet [34] uses skip
connections to communicate deep and shallow information,
reducing the loss of detail to a certain extent. Based on the idea
of dense connectivity in UNet++ [35], the SNUNet proposed
by Fang et al. [28] improves the ability to discriminate
between changed and unchanged regions by combining long-
and short-connected architectures to superimpose and fuse
features at different levels, thereby reducing the semantic
differences in the feature maps during fusion. Recurrent neural
network (RNN) excels at handling sequential relationships
and can exploit the temporal dependence between bitemporal
images [36], [37] for CD. Mou et al. [36] first combined CNN
and RNN for CD in MS images. The insufficient temporal
information of bitemporal high-resolution RS images, how-
ever, leads to the limited temporal information used by these
methods.

The fully CNN-based model attempts to capture long-
range dependencies using methods that include deepening the
network structure [28] and using dilated convolution [38].
Various forms of attention mechanisms [28], [38], [39], [40]
have also been introduced to the CD task to reduce the interfer-
ence of redundant features and to enhance global information
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dependence. Channel attention [28], [41] and spatial attention
[39] were used to weight the channel and spatial representa-
tions of fused features to capture features with more discrimi-
native properties. Liu et al. [39] introduced a dual-attention
module with channel attention and spatial attention in the
network to enhance the feature representation. Approaches that
simply use channel attention or spatial attention, however, still
fall short in terms of long-range contextual associations in the
spatiotemporal dimension due to the inherent limitations of the
local nature of convolutional operations. This deficiency may
lead to uncertainty in edge pixels and missed detection of tiny
objects. The emergence of self-attention [33], [29] mechanisms
with nonlocal attention capabilities provides new ideas for
capturing long-range dependencies and thus obtaining more
representative feature representations. Chen and Shi [33] used
a self-attention module to process feature representations at
multiple scales in order to better adapt to the scale variations
of the object to be examined, capturing the spatiotemporal
dependencies at different scales.

Based on self-attention, the transformer [42] adds feedfor-
ward networks (FFNs), weight tying and positional encoding
to compute global contextual relations. Transformers have
gained wide application in tasks, such as natural language
modeling [43] and speech recognition [44]. Vision Trans-
former (ViT) [45] directly feeds image patch sequences into
a pure transformer applied to image classification tasks. This
approach, however, requires a large number of computational
resources. Swin transformer [46] improves computational effi-
ciency using a shifted window mechanism that allows cross-
window connections. Recently, transformers have also been
introduced into the CD field in various forms. Some CD
networks rely solely on transformers for their construction.
For example, Zhang et al. [47] designed a pure transformer CD
network, SwinSUNet, based on the Swin transformer module
to build the codec. The good performance of the model shows
that solving CD tasks can be done without relying on convo-
lution operations. ChangeFormer [48] extracts coarse-grained
and fine-grained features from bitemporal images by con-
structing a hierarchical transformer encoder for twin networks.
A lightweight MLP decoder is then used to fuse the multiscale
difference features computed by the difference module. Hybrid
models using CNN in combination with transformers also have
great potential for solving CD tasks. The Bit-CD proposed by
Chen et al. [49] uses transformers as encoders for contextual
modeling in the space-time domain. The features extracted
by the convolutional network are effectively enhanced. The
Bit-CD sequential use of convolutional operations with the
transformer module is designed to ensure the efficiency of the
network. TransUNetCD [10] introduces a transformer module
in the UNet architecture to form a CNN-transformer encoder
to encode the tokenized image blocks. Most CD networks
combining CNN and transformer use a CNN network as the
backbone to extract semantic features and then use transformer
blocks to encode or decode them. This combination of CNN
and transformer in series ensures efficiency but lacks the
mutual information interaction between CNN and transformer.
ICIF-Net [13] combines a CNN with a transformer in parallel.
ICIF-Net extracts and fuses the semantic features of a bitem-

poral image in parallel and then performs an intrascale cross-
interaction module and an interscale feature fusion module on
the dual-branch features, which together provide fine-grained
detail and target-level interest for the CD of RS image pairs.

Based on the above, we can realize that purely solving CD
tasks using CNN is not conducive to long-range information
interaction. Pure transformer CD networks are able to capture
remote dependency features to some extent, but the global
attention has quadratic computation complexity associated
with the size of the input. Therefore, the combination of CNN
and transformer may have more potential in solving CD tasks.
Our CD network chose to combine CNN and transformer
in its basic idea. The way of combining the two can affect
the inference efficiency and performance of the network, and
we have drawn on the idea of Bit-CD to avoid feeding
high-resolution images directly into the transformer module
by using a series connection between modules. As ICIF-Net
demonstrates the advantage of interacting with the information
extracted from both by connecting CNN and transformer
in parallel, we combine the CNN with the transformer in
parallel within the module. In addition, we have introduced
convolution into the transformer module as a convolutional
projection and feedforward network. This combination of
CNN and transformer multilayered series-parallel connection
balances the performance and efficiency of the network.

The main contributions of this article are as follows.
1) We propose a hybrid end-to-end CD network based on

a multilevel series-parallel combination of CNN and
transformer. This network combines the global attention
of the transformer with the local sensing capability of the
CNN. The complementary strengths of the two enable
the network to effectively eliminate the effects caused by
pseudo-changes in the CD scene due to various factors.

2) The proposed asymmetric multihead crossover attention
(AMCA) module retains the most representative tokens
by introducing an adaptively updated semantic map
using a nonlinear mapping. The quadratic computational
complexity of self-attention is reduced to linear compu-
tational complexity. The module deeply integrates the
respective advantages of CNN and transformer.

3) Our three publicly benchmarked CD datasets were fully
experimented with, and the quantitative and visualization
results show that our model achieves better results
than other related methods, striking a balance between
efficiency and performance.

The rest of the article is structured as follows. Section II
describes our proposed method in detail. Section III presents
the experimental setup and analyses the results in detail.
Section IV discusses the performance of the network, the
effectiveness of the modules, the impact of sample imbalance
on the network, and the fusion strategy, and then visualizes
the network structure. Finally, the conclusion of the article is
drawn in Section V.

II. METHODOLOGY

In this section, we first describe the overall flow of our
proposed method, followed by the asymmetric cross-attention
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TABLE I
CONFIGURATIONS OF DIFFERENT SCALES OF ACAHNet

module and the semantic generation module, respectively, and
finally, the loss function used.

A. Overall Architecture

The overall structure of the Asymmetric Cross-attention
Hierarchical Network (ACAHNet) is shown in Fig. 3. ACAH-
Net takes three channels of bitemporal RS images as input
and outputs two channels of change prediction maps. The
bitemporal RS images input to ACAHNet are progressively
downsampled by a dual-branch encoder with shared weights.
The downsampling operation is implemented via the patch
merging [46] layer. After the spatial resolution has been
reduced to half of its original size, the feature maps are fed into
the semantic map generation module to generate low spatial
resolution semantic maps by nonlinear projection. Both are fed
simultaneously into the AMCA module for feature encoding
work. After the spatial resolution has been reduced to a quarter
of its original size, the feature maps and semantic maps
extracted from the dual-branch part of the encoder are each
concatenated and channel-adjusted to perform the fusion of
the dual-branch features. The fused features continue through
two stages of encoding before moving on to the decoding
stage. The features go through the AMCA module and the
convolution module, in turn, to gradually recover the change
information. The low-level features from the two-branch part
of the encoder are fused with the features from the decoder
output via a three-branch aggregation (TBA) module. The
semantic and feature maps from the single-branch part of
the encoder and from the decoder are fused respectively
through the dual-branch aggregation (DBA) module. After the
change map has been restored to the same spatial resolution
as the input image, the channels are adjusted to two using
convolution to output the final change map.

ACAHNet first extracts low-level features from RS images
by convolutional blocks and then reduces the spatial resolution
by downsampling. The lower spatial resolution reduces the
computational effort of the AMCA module. The semantic
map is a highly representative feature matrix generated by
nonlinear projection. The spatial resolution of the semantic
map is set to a constant, half the minimum spatial resolution of
the feature map. This reduces the computational complexity of
self-attention from quadratic to linear, still providing efficient
global information capture and fine-grained error correction.
The values of Ci in Fig. 3 represent the channel values for the
different stages of the feature and semantic maps. We arrived
at three models with different scales of channel variation by
setting the value of Ci . The specific values are shown in
Table I.

B. Asymmetric Multihead Crossover Attention

The main structure of the AMCA module is shown in Fig. 4.
Like the traditional transformer block, the AMCA is built upon
the multiheaded self-attention (MHSA) and the FFN. In vision
tasks, in order to conform to the transformer’s calculation, each
pixel of the feature map X f ∈ RH×W× is usually taken as
a token and then flattened into a sequence X ∈ R × as
input to the transformer block, where H denotes the height of
the feature map, W denotes the width of the feature map,
denotes the number of channels of the feature map and tokens,
and = HW denotes the length of the token sequence. The
token sequence X input to the transformer is projected to the
query (Q ∈ R × ), key (K ∈ R × ), and value (V ∈ R × )
embeddings. The self-attention of the transformer is calculated
by the following scaled dot product formula:

Attention(Q, K , V ) = softmax
(

QK T

√
d

)
︸ ︷︷ ︸

P

V . (1)

Transformer uses MHSA for better capacity and to reduce
overfitting. The query, key, and value embeddings are linearly
projected into multiple representation subspaces via a param-
eter matrix. By computing each head attention separately, the
results of the multihead attention are eventually concatenated
together as the final output of the MHSA module

MHSA(Q, K , V ) = Concat(head1, . . . ,headh)WO

where headi = Attention
(

QW Q
i ,KWK

i ,VWV
i

)
(2)

where WQ
∈ R × , K

∈ R × , WV
∈ R × ,

WO
∈ R × C are learnable matrices, , are the hidden

dimensions of the projection subspace, is the number of
heads, and is the embedding dimension.

The matrix P ∈ R × in (2) is often referred to as the
context mapping matrix. Transformer uses P to measure the
similarity between the tokens; however, computing P requires
the dot product of two × matrices, which results in
a computational complexity of O( ). When the spatial
resolution of the image is high, the computational efficiency
of the transformer block decreases dramatically as becomes
too large. This quadratic computation complexity dependence
on sequence length has become a major bottleneck for the
transformer in vision tasks.

In image data, neighboring pixels in the same semantic
object have similar semantic information. This means that per-
forming self-attention operations directly on the input image
is inefficient and redundant in terms of efficiency, although
it improves accuracy. It has been shown theoretically and
empirically that the context mapping matrix P is a low-rank
matrix [50]. This indicates that most of the information is
concentrated on the maximum singular value. Inspired by this,
our proposed AMCA uses a low-rank matrix to approximate
the self-attention matrix P, thus reducing the computational
complexity of self-attention to O( ), while the original feature
matrix is processed by a parallel convolution module (PCM)
and then fused with the features generated by AMCA to
achieve a balance between efficiency and performance.
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Fig. 3. Overall structure of the proposed ACAHNet.

Fig. 4. AMCA module.

Specifically, we use nonlinear projection to transform
featuresX ∈ R ×H×W into semantic features X ∈ R × ×

with a high degree of information aggregation, where , <

H, W. The AMCA module receives X and X as inputs and
projects each of them to Q, K, V ∈ R × and Q, K, V ∈

R × , where = ≪ = HW. Instead of all-to-all
attention, we perform cross-attention on two sets of token
sequences of different lengths. The P matrix constructed in
this way requires only an × and an × matrix for the
dot product operation. If is fixed, then the computational
complexity of attention is reduced to O( ), which grows
linearly with the length of the token sequence. The crossed
self-attention is calculated as follows:

Cross-Attention f
(

Q, K , V
)

= softmax

(
QK

T

√
d

)
︸ ︷︷ ︸

Rn×l

V

Cross-Attentions
(

Q, K , V
)

= softmax
(

QK T

√
d

)
︸ ︷︷ ︸

Rlxn

V . (3)

To further reduce computational consumption and memory
usage, queries and keys for both X and X are shared so that
computation can be reused through transposition operations as
follows:

QK T
=

(
QK

T
)T

. (4)

We introduced depth-wise separable convolution [51] into the
AMCA module to project features into different spaces. Depth-
wise separable convolution collects spatial and dimensional
information through depth convolution and point convolution,
respectively. The input features are then divided into three sets
of feature matrices in the channel direction and then flattened
for subsequent attention calculations. As the semantic features
Xs are already highly aggregated, a × convolution and
padding operation would cause noise effects. Therefore, a ×

convolution is used to project the semantic map.
The PCM in Fig. 4 consists of three stacked convolutional

layers. The PCM and AMCA are processed simultaneously,
with the features extracted by the latter being reshaped into 2-
D and then fused with those extracted by the former. The fused
features carry both local and global contexts, which means
that the AMCA module has both local intrinsic bias and scale
invariant bias. The fused features were processed by FFN.
Considering the need to preserve the structural information
of the features, we replaced the original two-layer perceptron
with MBConv [52] as an FFN. It adds an activation layer
between deep convolution and point convolution to perform
the convolution operation. The AMCA module is formulated
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Fig. 5. Semantic generation module.

as follows:{
Q/K/V = F latten

(
DwConv

(
BatchNorm

(
X fi−1

)))
Q/K/V = F latten

(
Conv

(
BatchNorm

(
Xsi−1

))
, 1
){

X ′

fi
= MCSA f

(
Q, K , V

)
X ′

si
= MCSAs

(
Q, K , V

)
X fi = MBConv(Conv(Concat(PCM

(
X fi−1

)
Reshape

(
X ′

fi

)
)), 1)

Xsi = Conv
(
Reshape

(
X ′

si

)
, 1
) (5)

where MC S A denotes the multihead computation of asymmet-
ric crossover self-attention, which is the same as the traditional
transformer block in the multihead computation. D C
denotes the depth-wise separable convolution. C (X, )

denotes the convolution of × on feature X.
The nonlinear mapping of the AMCA module enables better

maintenance and updating of the semantic information of the
semantic maps, thus ensuring an approximation to traditional
self-attention when using low spatial resolution semantic and
feature maps for cross-attention. The addition of PCM and
convolutional projection enables the AMCA module to capture
long-range and local information in a complementary way.

C. Semantic Generation Module

The AMCA module requires two matrices with different
spatial resolutions as input, so a semantic generation module is
added between the convolution block and the AMCA module
to generate the initial semantic map. After the initial feature
extraction of the input bitemporal RS image by the convolution
block, the initial semantic map is generated by the semantic
generation module using linear mapping, both of which are
used as the initial input to the AMCA module. The structure
of the semantic generation module is shown in Fig. 5. First,
the feature X is projected into two different subspaces X′ C
X using convolution. The spatial resolution of both is kept
the same as the original feature, where the number of channels
of X is adjusted to be the same as the product of the length
and width of the set semantic map. Then, the reshaped X is
subjected to a Softmax operation, which is used as the weight
matrix for the matrix operation with the reshaped X′ . In this
way, the information in feature X is re-weighted to generate

a low-resolution semantic map for information aggregation.
It should be noted that the semantic map is not downsampled
when they pass through the patch merging module; only
convolutional updates are performed.

D. Loss Function

The CD task is an intensive pixel-level prediction task.
We choose a weighted cross-entropy (WCE) loss function [28]
and a dice loss [53] function to jointly compute the losses
for training. The cross-entropy (CE) loss function is used
to eliminate the problem of imbalance between the number
of change and invariant samples. We describe the predicted
change map Ŷ ∈ RH×W as a set of pixel points as follows:

Ŷ =
{

ŷi |i = 1, 2, 3, . . . , H × W
}
. (6)

Then the WCE loss function can be defined in the following
form:

Lwce =
1

H × W

H×W∑
i=1

weight[class] ·

(
log
(

e ŷi [class]

e ŷi [0] + e ŷi [1]

))
(7)

where the value field of class is { , }, corresponding to
the predicted value of the pixel as changed and unchanged,
respectively.

The Dice coefficient describes the similarity of the set and
takes values in the range [ , ]. Y denotes the set of pixels of
the ground truth. Ŷ denotes the set of the prediction map. The
Dice coefficients are described as follows:

DiceCoefficient =
2|Y ∩ Ŷ |

|Y | + |Ŷ |
(8)

where |Y | |Ŷ | denote the number of pixels in the set of ground
truth and predicted pixels, and |Y ∩ Ŷ | denotes the number of
pixels in the intersection of the two. Dice loss is defined as
follows:

LDice = 1 − DiceCoefficient. (9)

The smaller the value of Dice loss, the more similar Ŷ Y

are. The total loss of the training is defined as follows:

L loss = Lwce + Ldice. (10)

III. EXPERIMENTS AND RESULTS ANALYSIS

To validate the performance of our proposed ACAHNet,
we conducted experiments on three public CD datasets:
Synthetic Images and Real Seasonal-Varying CD Dataset
(CDD) [54], Vision and RS-CD (LEVIR-CD) [33], and Sun
Yat-sen University Dataset (SYSU-CD) [30]. In this section,
we first describe the datasets used and the comparison meth-
ods. Then the evaluation metrics for the network are described.
Finally, the experimental setup and results are introduced.
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A. Dataset Settings

CDD [54]: This dataset is a realistic seasonal RS variation
dataset of Google Earth images, containing changes in, e.g.,
buildings, roads, and vehicles. The CDD dataset ignores
variation caused by seasonal differences and brightness, which
makes it more difficult for DC algorithms to eliminate pseudo
change.

LEVIR-CD [33]: This dataset is a building dataset of
Google Earth imagery covering a variety of building types,
such as high-rise flats, villas, small garages, and large ware-
houses. The dataset pays attention to changes caused by
seasonality and changes in light. We cut 637 high-resolution
Google Earth image pairs with a pixel size of 1024 × 1024 into
sample pairs of 256 × 256 pixels without overlap, resulting
in 7120/1024/2048 image pairs for training/validation/test.

SYSU-CD [30]: This dataset includes changes in buildings,
vegetation changes, road changes, and changes in marine
targets. The dataset was first divided into a training set, a
validation set, and a test set from the original 800 image
pairs in a 6:2:2 ratio. Then, 25 sample pairs of 256 ×

256 size were randomly collected from each image pair,
and the data was enhanced using random flips and rotations.
A total of 20 000 pairs of 256 × 256 sized blocks of aerial
images were obtained, with the number of image pairs in the
training/validation/test sets being 12 000/4000/4000. Details
of the three datasets described above are shown in Table II.

B. Comparison Methods

We chose different types of DL DC models as a comparison
method. The methods used for comparison were as follows.

FC-EF [3]: This method uses an early fusion strategy,
and the network architecture is based on UNet. The original
bitemporal images are concatenated as network input and
processed by a single-stream convolutional network to detect
changes.

FC-Siam-Diff [3]: The method uses a postfusion strategy
based on the FC-EF network. Multiscale features are extracted
from the twin convolutional network for bitemporal images,
and algebraic operations are used to obtain disparity features
to detect changes.

FC-Siam-Conc [3]: The method is a multiscale feature-
level concatenation method. The method differs from FC-
Siam-Diff networks in that multiscale features extracted from
twin convolutional networks are concatenated in the channel
dimension to perform DC.

CDNet [55]: The method is based on an inverse convolu-
tional network for DC. It uses an early fusion strategy, takes
an image pair as input, and obtains a pixel-level classification
map of structural changes.

STANet [33]: The method is built on top of ResNet18,
which uses a self-attention mechanism to calculate spatial and
temporal correlations to detect changes.

SNUNet/48 [28]: The method network structure is based
on UNet++. It uses a densely connected twin network for
feature extraction, reducing the loss of deep-level location
information. One of the proposed integrated channel attention
modules (ECAM) can refine the most representative features

at different semantic levels. The model with an initial number
of 48 channels is the best performing [28].

Bit-CD [49]: The method uses a late fusion strategy, adding
transformer as an encoder on top of the convolutional network
to model the spatial-temporal feature to better simulate the
context. The learned context-rich tokens are fed back into the
pixel space to detect changes.

ChangeFormer [48]: The method is a purely transformer-
based feature-level DC method that does not use a convo-
lutional network but rather performs the DC task directly
through a transformer encoder–decoder network.

SwinSUNet [47]: This method uses the Swin transformer
blocks as the basic unit to design a Siamese U-shaped structure
to solve the CD problem. It is the first pure transformer
network for CD tasks. The excellent performance of the model
proves the potential of the transformer in the field of CD.

C. Evaluation Metrics

To quantitatively characterize the performance of the model,
we have followed the mainstream metrics in the field of DC
and reported the precision (Pre.) and recall (Rec.) values
for the change categories and the overall accuracy (OA)
performance for the DC task. We use F1 and intersection
over union (IoU) scores for the change categories as the main
quantitative metrics. The metrics are calculated as follows:

precision =
TP

TP + FP
(11)

recall =
TP

TP + FN
(12)

OA =
TP + TN

TP + FN + TN + FP
(13)

IoU =
TP

TP + FP + FN
(14)

F1 = 2 ×
precision × recall
precision + recall

(15)

where TP represents the number of true positives. True positive
indicates that changed pixels were correctly predicted. FP rep-
resents the number of false positives. False positives indicate
that unchanged pixels were incorrectly predicted as changed.
TN represents the number of true negatives. True nega-
tives indicate that unchanged pixels were correctly predicted.
FN represents the number of false negatives. False negatives
indicate that changed pixels were incorrectly predicted as
unchanged. The values of F1 and IoU range from 0 to 1, with
higher values indicating a better performance of the network.
To provide a more complete picture of the model’s perfor-
mance, we also report the number of parameters (Params.)
and the inference time of the model.

D. Training Details

We trained the proposed model using CE loss and a combi-
nation with Dice loss. We trained the model using the PyTorch
framework on an NVIDIA TITAN RTX (24 GB) GPU, using
the AdamW optimizer for exponential learning rate decay. The
initial learning rate was set to 0.0001, and the initial learning
rate was reached within five epochs using linear warm-up,
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TABLE II
INFORMATION ON THE MAIN PARAMETERS OF THE THREE DATASETS WE USED

TABLE III
COMPARISON RESULTS ON THE THREE CD TEST SETS. THE HIGHEST SCORE IS MARKED IN BOLD. ALL THE SCORES

ARE DESCRIBED IN PERCENTAGE (%)

TABLE IV
ABLATION EXPERIMENTS RESULTS ON SYSU-CD AND LEVIR-CD. [ALL VALUES ARE REPORTED AS PERCENTAGES (%)]

followed by an exponential decay. The training period was set
to 200, and the batch was set to 16. It is worth noting that in
order to ensure the fairness of comparison with other methods,
we reimplement all the CD networks used for comparison
using their public codes with default hyperparameters.

E. Comparative Experiments

We report in Table III the overall comparison results of
ACAHNet with the comparison methods on the CDD, LEVIR-
CD, and SYSU-CD test sets. The quantitative results show that
the comprehensive performance of ACAHNet on these datasets
is significantly better than other comparative methods. On the
CDD dataset, the F1 metric of ACAHNet/24 is 0.95 points
higher, and the IoU metric is 1.8 points higher than the second
place SNUNet/48. On the LEVIR-CD dataset, ACAHNet/24

is higher than the nearest BIT-CD by 1.28 and 2.16 points.
ACAHNet/8 outperforms Bit-CD by 0.47 and 0.79 points on
the F1 metric and IoU metric. ACAHNet/8 has only 28% of the
floating point operations of Bit-CD, which means that ACAH-
Net/8 has a faster inference speed. On the SYSU-CD dataset,
the F1 metrics and IoU metrics of ACAHNet/24 are 3.12 and
4.44 points higher than those of CDNet. ACAHNet/8 has only
13% of CDNet’s floating point operations, but the F1 and IoU
metrics are 2.65 and 3.76 points higher than CDNet. It is worth
noting that, benefiting from the constructed asymmetric cross-
attention mechanism, ACAHNet/8 has excellent DC capability
while maintaining a low number of floating-point operations
and parameters.

The visualization comparison of the detection results of each
method is shown in Fig. 6. In order to show the detection
results of each method more visually, we use different colors
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Fig. 6. Visualization results of different methods on the CDD, LEVIR-CD, and SYSU-CD test sets. (a)–(l) denote prediction results of all the compared
methods for different samples, respectively.

to indicate TP (white), TN (black), FP (red), and FN (green).
ACAHNet/8 performs well on the detection of complex,
sparse, dense, and small changes [e.g., Fig. 6(a), (b), and (g)]
and more accurately represents the real semantic changes.
As seen in Fig. 6(h), Bit-CD and ACAHNet/8 are able to
accurately detect changes in dense buildings and attenuate the
effects of noise. Compared with BIT-CD, ACAHNet/8 has a
more complete detection of building edges [e.g., Fig. 6(c), (d),
(e), and (f)]. This is due to the fact that the Bit-CD model
upsamples directly to full resolution resulting in a loss of
detail in the region of variation. ACAHNet, however, uses
a multilevel string-parallel combination of transformer and
CNN to enable the network to learn long-range contexts while
possessing inductive bias, thus retaining much detailed infor-
mation. CDNet’s missed detection of changes (green) is more
severe [e.g., Fig. 6(i) and (j)], a phenomenon also observed on
FC-EF. Both use an early fusion strategy that connects dual-
time images as the input to the network. This leads to the fact

that the features obtained by upsampling cannot be effectively
recovered by jumping over the connection due to the lack
of deep features of the original image. Fig. 6(e)–(h) shows
the completeness of the detection of boundaries by ACAH-
Net, ChangeFormer, and SwinSUNet. The dense connectivity
mechanism of SNUNet makes its detection of boundaries also
more complete and more accurate within the changed objects.
The phenomenon of false detection (red) is, however, more
prominent due to the lack of global information capture [e.g.,
Fig. 6(i), (k), and (l)]. SwinSUNet and ChangeFormer are
also more complete in detecting boundaries due to the use of
transformer, but they cannot detect some fine-grained changes
and misjudgments of small irrelevant changes due to the
lack of complementary local information. With the long-range
information captured by the transformer and the fine-grained
local features extracted by the CNN, ACAHNet maintains the
internal compactness of the object and the integrity of the
detection of changes on the boundary as much as possible.
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TABLE V
ANALYSIS OF FUSION STRATEGIES. [ALL VALUES ARE REPORTED AS PERCENTAGES (%)]

IV. DISCUSSION

A. Effects of the Modules on the Network Performance

By removing modules one by one, we validated the effec-
tiveness of each key component used in ACAHNet on the
SYSU-CD and LEVIR-CD datasets. The experimental results
are shown in Table IV, where “w/o” is an abbreviation for
“without.” To verify the effectiveness of the AMCA module,
we replace all the AMCA modules with the first convolu-
tional block as the Base_Conv model. We use the traditional
self-attention method to calculate the attention weights to
obtain the Base_Transformer model. The designed ablation
experiments were performed on the ACAHNet/8 model. As we
can see in Table IV, the Base_Conv model obtained by
replacing the AMCA module with the convolutional module
still ranks highly in performance with the comparison model
mentioned above. This is due to the fact that we have only
replaced the AMCA module, which leaves the network with
some loss of long-range information capture capability, but the
overall structure of the network is still maintained, so the F1
metrics and IoU metrics of the Base model are still excellent.
Compared to Base_Conv, the F1 metric and IoU metric of
ACAHNet/8 on SYSU-CD improved by 1.35% and 1.94%.

In contrast to ACAHNet/8, Base_Transformer uses a tradi-
tional self-attention mechanism, where features are projected
directly onto Q/K/V tokens of the same size, and then atten-
tion values are calculated. The comparison of the ACAHNet/8
and Base_Transformer data in Table IV shows that such-high
resolution features with redundant information can be replaced
by a low-resolution semantic map with highly aggregated
information to keep performance while reducing the number
of floating point operations and thus improving efficiency.

Maintaining and updating semantic maps with highly aggre-
gated information in the AMCA mechanism is, however,
critical and difficult. Inside the AMCA module, we use a PCM
to supplement the local information. As we can see from the
comparison of the data before and after the removal of the
PCM, the PCM can effectively reduce the effect of losing
highly representative information during the maintenance and
updating of the semantic map.

We used MBConv as an FFN for the AMCA module. As can
be seen in Table IV, when the FFN was removed, the local
features extracted by parallel convolution could not effectively
complement the features extracted by the AMCA mechanism
with different information. This resulted in the F1 values of
the model decreasing by 0.97% and 0.24% on the two datasets,
respectively, and the IoU values of the model decreasing

Fig. 7. Line chart of the ablation experiment on the SYSU-CD dataset, with
a small window showing details of the last 30 epochs of the line chart.

by 1.39% and 0.4% on the two datasets, respectively. After
we replaced the depth-wise separable convolutional projection
with a linear projection, the semantic map could not be effec-
tively updated because the simple linear projection approach
could not capture the structural information of the image.
As shown in Table IV, the F1 values of the model decreased
by 1.61% and 1.08% on the two datasets before and after
replacing the convolutional projection, and the IoU values of
the model decreased by 2.29% and 1.78% on the two datasets,
respectively.

As shown in Fig. 7, to more visually demonstrate the role
of each module, we plotted line plots of the F1 metrics for the
validation set during the training of each ablation test on the
SYSU-CD dataset. From the line plot, we can see that because
we performed a linear warm-up of five epochs, each model was
able to reach near the highest of its respective F1 values by
20 epochs. We can see from Fig. 7 that while the difference in
metrics between Base_Transformer and ACAHNet on the test
set is smaller, the fluctuations in data are more pronounced for
Base_Transformer than ACAHNet on the validation set. This
implies that ACAHNet possesses stronger robustness.

B. Effects of Fusion Strategy on Network Performance

Depending on the dual-branch feature fusion strategy, it can
be divided into early fusion and late fusion. We divide the
encoder into four stages, where the convolution part is the
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Fig. 8. PR and ROC curves of SYSU-CD results. (a1) and (a2) are the PR curves before and after the adjustment of the distribution of the SYSU-CD
dataset. (b1) and (b2) are the ROC curves before and after the adjustment of the distribution of the SYSU-CD dataset.

TABLE VI
ANALYSIS OF THE IMPACT OF SAMPLE IMBALANCE ON THE NETWORK. [ALL VALUES ARE REPORTED AS PERCENTAGES (%)]

TABLE VII
INFORMATION ON THE SYSU-CD TEST SET

first stage, and the last three AMCA modules are the other
three stages. By fusing features extracted at different stages,
we designed four sets of experiments targeting the fusion
strategy. The results of the experiments are shown in Table V,

where we can see that both earlier and later fusion of the
dual-branch features results in lower model metrics.

Premature fusion of dual-branch feature results in a lack of
deeper features from a single original image, and the bound-
aries of the change map are broken and do not facilitate the
recovery of change information lost due to upsampling when
performing skip connections. Late fusion strategies typically
fuse features at the last stage of the dual-branch encoder to
feed into the decoder for processing. Because of the low
spatial resolution of the features at the end of the encoder,
the late fusion strategy may result in inadequate learning and
low representation of the original image features. This causes
more noise to be introduced when upsampling to recover
spatial resolution. After comparing the number of floating-
point operations, the number of model parameters, and F1,
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Fig. 9. Effects of the size of the semantic map on the effectiveness of the
model in three different datasets.

the data presented by Fusion Point2 is the best among the
four groups of experiments. In this article, we choose to fuse
the dual-branch features in the second stage of the encoder so
that the encoder is divided into dual-branch and single-branch
parts. This mid-term fusion strategy combines the advantages
of both early and late fusion and allows the network to learn
deeper information at both lower and higher levels more fully.

C. Effects of Sample Imbalance on Network Performance

To illustrate the impact of the sample imbalance problem on
the network performance, we optimize ACAHNet/8 by using
different loss functions. Examples include CE loss, WCE loss
[3], and dice loss [53]. As can be seen in Table II, the degree of
sample imbalance differs significantly between the SYSU-CD
dataset and the LEVIR-CD dataset, facilitating experimental
comparisons. Table VI shows the experimental results. On the
LEVIR-CD dataset, the F1 metric decreased by up to 2.09%,
while on the SYSU-CD dataset, the F1 indicator decreased by
up to 1.09%. In this article, we use both WCE loss and dice
loss to optimize the network. This experiment illustrates the
effectiveness of the loss function we use to solve the sample
imbalance.

To further compare the ability of the proposed ACAHNet
with the comparison models in dealing with the real sample
imbalance problem, we plotted Precision-Recall (PR) curves
and Receiver Operating Characteristic (ROC) curves. In the
case of sample imbalance, Area Under Curve (AUC) on
the ROC curve provides a more balanced assessment of the
overall performance of the model [56]. We use PR curves
to compare the ability of each model to detect changes in
the face of real sample imbalance. When dealing with highly
unbalanced datasets, PR curves can demonstrate differences
between models that are not obvious in the ROC space [57].
In order to better evaluate the performance of each model
under the actual sample imbalance, after plotting the PR
and ROC curves of each model on the SYSU-CD test set

Fig. 10. Correlation of token pairs in semantic maps of size 4 for different
models. (a)-(d) are the correlation heatmaps of the token pairs in the initial
semantic maps from four different models with F1 values of 77.93%, 87.40%,
91.07%, 96.50% on the CDD dataset.

[see Fig. 8(a1) and (b1)], we adjusted the distribution of the
samples by removing some samples from the SYSU-CD test
set. The information on the test set before and after adjustment
is shown in Table VII. Then, we plotted PR and ROC curves
on the adjusted dataset [see Fig. 8(a2) and (b2)].

From Fig. 8(a1), we can see that our proposed ACAHNet/8
has higher Average Precision (AP), and the PR curves of
ACAHNet/8 basically cover the PR curves of each of the other
models. Comparing the AP values of each model on the PR
curves before and after the test set adjustment, it can be seen
that ACAHNet/8 is least affected, and FE-EF is most affected
by the increasing degree of sample imbalance. Fig. 8(b1)
shows that the AUC of ACAHNet/8 is the highest among
the comparison models, and the ROC curve of ACAHNet/8
basically covers the ROC curve of each other model. It can be
observed that the trend and AUC values of the ROC curves
remain almost unchanged before and after the test set adjust-
ment. This is due to the fact that the ROC curve eliminates
the effect of sample imbalance on the evaluation and provides
a more balanced assessment of the overall performance of
each model. These PR curves and ROC curves can illustrate
the relatively good performance of ACAHNet in dealing with
multiple degrees of sample imbalance.

D. Semantic Map Analysis

We conducted experiments on the size of semantic map, and
the results are shown in Fig. 9. It can be seen that the model
works best on the LEVIR-CD dataset and the SYSU-CD
dataset when the semantic map size is 8. The model works
best on the CDD dataset with a semantic map size of 4. The
semantic map size set in this article is 8, which is half of the
minimum feature space resolution in ACAHNet. It can be seen
that the effectiveness of the model is not significantly reduced
on the three datasets when the size of the semantic maps is 2.
This is due to the fact that for the CD task, there are only two
categories at the pixel level: changed and unchanged. Whereas
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Fig. 11. Floating point plot of efficiency metrics for ACAHNet and other CD models.

Fig. 12. Network visualization taking bitemporal RS images from LEVIR-CD as an example.

each head in AMCAs can focus on a different region of the
image. So even a semantic map of size 2 is sufficient to retain
valid information about the features.

To further illustrate that the most representative feature
information is retained in the semantic map, we selected four
models with different effects and extracted their initial seman-
tic maps extracted by the semantic generation module sepa-
rately. From Fig. 10(a) to (d), the performance of the models
used rises one by one. For presentation purposes, the semantic
map size of the chosen model is 4. We calculated the similarity
between the tokens in the extracted semantic maps separately
using the cosine similarity. We took the absolute value of
the cosine similarity and then visualized the cosine similarity
matrix using a heat map. From Fig. 10(a) to (d), we can
see that the better the performance of the model, the lower
the similarity between the tokens of the initial semantic map
extracted by the semantic generation module. This experiment
shows that the less redundant and more representative the
information retained in the initial semantic map is, the better
the model will be. The initial semantic map with a high
degree of information aggregation will be further updated and
improved in subsequent AMCA blocks.

E. Comparison of Model Comprehensive Performance

We compared the combined performance of ACAHNet/8
and other models based on performance metrics, such as the

number of parameters, number of floating point operations,
and inference time. Data presented in Fig. 11 were all obtained
on a server with an Intel Xeon Gold 5120 @ 2.20 GHz CPU
and an NVIDIA TITAN RTX (24 GB) GPU. All F1 values
were taken from the performance of each model on the SYSU-
CD dataset. We evaluated the model inference time using
500 pairs of 256 × 256 pixel images at a time and averaged the
results of 10× as the final result. ACAHNet/8 outperformed
the other models using the self-attention mechanism in all
three metrics (ACAHNet/8 had a larger number of parameters
than Bit-CD). Compared to models using only convolution,
ACAHNet/8 offers a significant improvement in model effec-
tiveness without a large increase in computational and storage
costs. Overall, our model strikes a better balance between
accuracy and cost of use than other comparison methods.

F. Network Visualization

In Fig. 12, to better understand the ACAHNet model,
we visualize the feature maps of the various stages of the
model. For ease of presentation, we zoomed in on the deeper
features with a lower spatial resolution to 256 × 256 by
linear interpolation. In the visualization diagram, red indicates
regions of greater concern to the model, and blue indicates
regions of lesser concern to the model. As the semantic map
is not available for visualization, it is not shown in Fig. 12.

From the visualization, we can clearly see the various
processes of feature extraction, feature fusion, and DC that
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the input RS image undergoes. In the two-branch part of the
encoder, the model recognizes the semantic objects in each
image. In the single-branch part of the encoder, the fused
features begin to focus on the semantic objects that may have
changed. In this process, skip connections play an important
role in recovering and correcting the change information.
In Fig. 12, the fused features from the two-branch part of the
encoder then suppress possible misdetection by the decoder
through skip connections. The localization of the semantic
targets and the contours of the semantic targets in each RS
image, taken as a whole, are progressively refined with the
depth of the model, demonstrating the effectiveness of our
proposed modeling strategy.

V. CONCLUSION

In order to increase the interaction between local and global
features, in this article, we propose a hybrid CNN-transformer
model ACAHNet for RS images DC using a design paradigm
that combines series-parallel association. The AMCA provides
the global feature extraction capability of the network, and the
PCM provides local features to complement the information
that may be lost due to the aggregated semantic map. In addi-
tion, unlike any previous network in the field of DC, we broke
the conventional fusion strategy restrictions in this field, did
not adopt early or late fusion strategies, but explored and
revealed another mid-term fusion strategy in the experiment.
We have conducted extensive experiments on three publicly
available datasets, namely CDD, LEVIR-CD, and SYSU-CD.
The experimental data show that our proposed ACAHNet per-
forms well in terms of comprehensive performance compared
to other comparative methods. Although we can obtain more
outstanding DC by upgrading the initial channels, this will
lead to a rapid increase in the number of parameters and
computational complexity of the model, and future work will
focus more on achieving model performance improvements
with less computational and storage cost investment.
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