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Abstract. Smart digital advertising platforms have been widely arising.
These platforms require a human face detector with gender identification
to assist them in the determination of providing relevant advertisements.
The detector is also prosecuted to identify the gender of a masked face in
post-coronavirus situations and demanded to operate on a CPU device
to lower system expenses. This work presents a lightweight Convolution
Neural Network (CNN) architecture to build a gender identification inte-
grated with face detection to respond to these issues. This work proposes
a split-based inception block to efficiently extract features at various sizes
by partially applying different convolution kernel sizes, levels, and reg-
ulated attention module to improve the quality of the feature map. It
produces slight parameters that drive the architecture efficiency and can
operate quickly in real-time. To validate the performance of the proposed
architecture, UTKFace and Labeled Faces in the Wild (LFW) datasets,
modified with an artificial mask, are utilized as training and validation
datasets. This offered architecture is compared to different lightweight
and deep architectures. Regarding the experiment results, the proposed
architecture outperforms masked face gender identification on the two
datasets. In addition, the proposed architecture, which integrates with
face detection to become a human face detector with gender identifica-
tion can run 135 frames per second in real-time on a CPU configuration.

Keywords: Human Face Detector · Face Gender Identification · Convo-
lutional Neural Network (CNN) · Split-based Inception Block · Regulated
Attention Module.

1 Introduction

The advancement of information technology has stimulated the rapid develop-
ment of smart digital advertising, not only in online media but also in offline
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media. It is proven because these platforms appear in many public places, such
as airports, stations, and markets [4]. Practically, smart digital advertising plat-
forms are handily personalized and customized. Therefore, it can display dy-
namic contents as determined by the provider. Nevertheless, the market demands
effective mechanisms that make these platforms can provide targeted advertis-
ing [1]. This mechanisms will offer more advantages in the digital advertising
strategy [20].

Providing targeted advertising can be accomplished by personalizing the au-
dience facing the platform. The audience’s gender, which is an essential attribute,
can be used in segmenting the readers. These platforms can provide better appro-
priate advertising for each reader by recognizing their gender [15]. This scheme
can be achieved with the reader’s face detection and classification.

Nowadays, Convolutional Neural Network (CNN) has verified a bunch of
victories in image-based detection and classification tasks. The common direction
in designing CNN architectures is to develop deeper architectures to reach higher
accuracy [7,25]. However, it tends to generate architecture with a large number
of parameters. It makes the architecture inefficient to operate, especially on low-
cost devices in real-time. In the case of advertising platform implementation, it
requires a low-cost device, such as a CPU device, to minimize the implementation
expense [3,13]. Hence, it requires an efficient face gender detector, which can be
suitably operated on a CPU in real-time.

A new challenge arises after the spread of the COVID-19 virus extensively.
It makes people required or used to wear masks on their faces when they are
traveling. It makes part of the face area occluded, such as the mouth, which is
one of the essential features for recognizing gender through the face. Therefore,
it needs an efficient human face detector with gender identification ability that
can detect and recognize the gender of a masked face. This work presents an
efficient human face detector with gender identification by a few parameters
that can efficiently detect and identify a masked face gender while maintaining
its performance.

An efficient CPU-based human face detector with gender identification called
GenderMask-CPU proposed a lightweight architecture with a split-based incep-
tion block and regulated attention module (SiramNet). The split-based inception
block is offered to efficiently extract features at various sizes by partially apply-
ing different convolution kernel sizes and levels. The regulated attention module,
which consist of the channel and spatial, are employed to enhance the feature
map grade. It produces scant parameters and guides the detector to work ef-
ficiently and fast. In summary, the main contribution of this work is twofold,
i.e.,

1. An efficient architecture with a split-based inception block and regulated
attention module (SiramNet) is proposed, which generates slight parameters.
The split-based inception block can efficiently extract multi-size feature areas
of the feature maps. The attention module can maintain the essential features
of the face area, which can increase the gender accuracy of the classification.
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2. A fast human face detector with gender identification is introduced, which
can operate in real-time on a CPU device efficiently and fast. The perfor-
mance of the offered architecture is proven to compete with other deep and
light CNN architectures on UTKFace [30] and Labeled Faces in the Wild
(LFW) [10] datasets, modified with an artificial mask utilized from [2].

2 Related Work

In recent years, CNN architectures, designed for face gender recognition work,
have progressed with impressive improvement, especially in performance. Various
modified versions of CNNs have been developed to optimize face gender recog-
nition. HyperFace-ResNet [21], a CNN architecture, was proposed to perform
gender recognition from a face. The architecture develops and adjusts ResNet
[5] architecture and reaches good performance on LFW datasets. In [4], a CNN
architecture has been employed to recognize gender and implemented in the
monitoring system. The architecture utilized MobilenetV2 [22] architecture and
generated 3.5 million parameters.

Nowadays, efficient face gender detectors emerge specially designed for CPU
devices to encounter market demand which can reduce implementation costs.
MPConvNet [17] based on the CNN architecture was developed and generated
659,650 parameters. The architecture proposed a multi-perspective convolution
used to capture various feature regions of the object. The architecture reaches
good performance on UTKFace and LFW datasets. SufiaNet [16] based on the
CNN architecture was developed and only generated 226,574 parameters. Sufi-
aNet [16] is a shallow architecture supported by a global attention module. The
architecture gains sufficient performance on UTKFace and LFW datasets.

3 The Proposed Method

This work proposes a CNN architecture to recognize a gender of a masked face, as
shown in Fig. 1. This architecture is structured as a backbone and classification
module, generating 441,460 parameters.

3.1 The Backbone

CNN-based feature extraction has shown excellent performance. However, this
extractor tends to generate enormous parameters [6]. Therefore, an efficient back-
bone module is proposed to develop a fast architecture, especially one that can
run on the CPU in real time. This architecture employs three main convolu-
tion layers with same 3× 3 kernel size, managed sequentially by three times the
number of kernels growing, i.e. 16, 32, and 64. This mechanism seeks to acquire
more information on the latter layers. Following each convolution layer, a batch
normalization (BN) method and Leaky ReLU (Leaky Rectified Linear Unit) acti-
vation are applied to deal with the vanishing gradient. A dropout strategy puts
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previous to the final convolution operation is also used to impede overfitting.
Three max-pooling operations are assigned in this backbone to down-sample the
feature maps. One layer of 4× 4 and two layers of 2× 2 sizes max-pooling with
two strides are applied.
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Fig. 1. The proposed architecture of the gender identification of masked faces contains
a backbone with a split-based inception block and regulated attention module.

3.2 The Split-based Inception Block

To improve the feature extractor on the backbone module, this work proposes
a split-based inception block and applies the block after the last convolution
layer. Inspired by the inception block [26], this module employs four branches of
convolution layer with different levels and kernel sizes, as shown in Fig. 2. They
are convolution layers with 1× 1, 3× 3, two times 3× 3, and 5× 5 kernel sizes.
Unlike the original inception block that applies the convolution layer with the
same number of a kernel as the input, this block divides the input feature map X
become four components [X1,X2,X3,X4]. Then, it applies convolution opera-
tion with different levels and kernel sizes mentioned before, which is represented
as follows:

SIB(X) = X+ (SELU(BN(C1(D(X1))))⊕ SELU(BN(C3(D(X2))))

⊕SELU(BN(C3(D(SELU(BN(C3(D(X3))))))))

⊕SELU(BN(C5(D(X4))))),

(1)

where C1, C2, C3 are convolution layers with 1 × 1, 3 × 3, and 5 × 5 kernel
sizes, respectively. SELU is Scaled Exponential Linear Units (SELU) activation
[12], D is dropout operation, BN is batch normalization operation, and ⊕ is the
concatenate operation. This block will extract more information from different
levels and area sizes efficiently. At the last stage, a residual mechanism [6] is
applied to combine the concatenate operation result with the input feature map
X by an addition operation.
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Fig. 2. The proposed Split-based Inception block.

3.3 The Regulated Attention Module (RAM)

A backbone with few parameters feebly discriminates interest features of the face.
Therefore, the Regulated Attention module (RAM) is proposed and applied to
improve essential facial features. This module consists of a regulated channel
attention module (RCA) and a regulated spatial attention module (RSA). In-
spired by the attention module in [9], RCA performs a global average-pooling
operation to aggregate each feature map based on channel. However, we do
not use fully connected layers but apply softmax activation directly after the
pooling operation to calculate the probability of channel importance level. A
softmax activation is used rather than the sigmoid activation because it can es-
tablish long-range channel dependency [29]. Imbued from the attention module
[18], this architecture puts a 3× 3 depthwise convolution layer before the pool-
ing operations to allow the individual channel to expand learning efficiently, as
shown in Fig. 3. Different from [18], this architecture only applies global average
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pooling to squeeze the number of operations. Further, we proposed a 1×1 depth-
wise convolution layer located after softmax activation and before performing a
channel-wise multiplication in the last step to regulate the attention weights
individually represented as follows:

RCA(X) = X ∗DC1(σ(GA(DC3(X)))), (2)

where DC1 and DC3 are 1× 1 and 3× 3 depthwise convolution layers, respec-
tively. GA is a global average-pooling operation and σ is a softmax activation.
X is an input of the RCA.

DC3 GA
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GA : Global Average Pooling each Channel 
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Fig. 3. The proposed Regulated Channel Attention module.

Motivated by [28], a global average-pooling operation is assigned on RSA to
aggregate spatial features across the channel. This operation renders a feature
vector and describes the feature overview of the corresponding channel. How-
ever, a softmax activation is voted than a sigmoid activation to calculate the
spatial importance level. This activation can establish spatial dependency. A
1 × 1 depthwise convolution layer is also applied after softmax activation and
before performing a spatial-wise multiplication to regulate the attention weights
with a shared parameter, as shown in Fig. 4. It is represented as follows:

RSA(X) = X ∗DC1(σ(GA(X))), (3)

where DC1 is a 1 × 1 depthwise convolution layer and GA is a global average-
pooling across the channel. σ is a softmax activation and X is an input of RSA.

RCA is assigned following the second convolution layer and the split-based
inception block. This module will enhance the grade of the intermediate and
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Fig. 4. The proposed Regulated Spatial Attention module.

latter features. On the other hand, RSA is only assigned following the last RCA,
which drives the architecture to focus on the location of informative spatial
features after it extracts the high-level features.

3.4 Classification Module

The backbone module is tasked to extract features from masked faces. Then, the
results will be fed to the classification module employed to reckon the probability
of each gender class. This operation leads to deciding whether the masked face
is male or female. This classification module is composed of two dense layers
with 128 and 2 units, respectively. A batch normalization and ReLU (Rectified
Linear Unit) activation are applied after the first dense layer, and the Sigmoid
activation is applied after the second dense layer. The Sigmoid activation will
render the input into scenarios that could describe the prediction decision of
whether the masked face is male or female. In order to discourage overfitting, it
applies a dropout operation after the ReLU activation.

3.5 Face Detector

In this work, face detection is required for integrating with masked face gender
recognition to build a masked face gender detector. It is employed to locate and
get the region of the face or masked face referred to as a Region of Interest (RoI).
An efficient face detection model with cheap operation is required to operate
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brief in the real-time. Hence, a face detector named LWFCPU [19] is utilized. It
employs only several convolutional layers that generate slight parameters. The
RoI, which comes from the face detection operation, will become an input of
the proposed gender recognition architecture. It will be resized and cropped to
a particular size appropriate for the architecture input.

4 Experimental Settings

4.1 Dataset Pre-Processing

In this work, UTKFace and LFW datasets, which are labeled as females and
males, are used for training and validation separately. Firstly, each facial image
of these datasets is resized into 64×64 pixels appropriated with the input of the
proposed gender recognition architecture. To generate masked face instances,
we follow [2] to overlay one type of mask (Surgical) on UTKFace and LFW
images, which produce 22,841 and 10,374 masked face images, respectively, and
the examples are shown in Fig. 5. In this experiment, each dataset is split using
a random permutation mechanism into 70% as a training set and 30% as a
validation set. This mechanism will generate the unique order of the instances.

Masked UTKFace Masked LFW

Fig. 5. The examples of the UTKFace and Labeled Faces in the Wild (LFW) datasets,
modified with an artificial mask utilized from [2].

4.2 Implementation Details

The experiment is executed on the NVIDIA GTX 1080Ti 11GB to accelerate the
training on the proposed architecture by using Tensorflow and Keras framework
libraries. UTKFace and LFW datasets modified with an artificial mask refer-
enced from [2] are used as training and validation to ratify the performance of
the proposed architecture, which trains with three hundred epochs. The Adam
optimizer is employed to optimize the weight on the Binary Cross-Entropy loss.
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The datasets are trained by using 10−2 initial learning rate, which will reduce
to 75% if the accuracy does not improve in every 20 epochs. Intel Core i7-9750H
CPU@2.6 GHz with 20GB RAM is used to investigate the speed in frame per
second (FPS) of the proposed architecture and the detector.

5 Results

5.1 Evaluation on Datasets

UTKFace. A face dataset labeled in gender, age, and ethnicity, is used for
training and validation to ratify the performance of the proposed architecture.
This dataset consists of 23,708 instances with various positions, expressions,
resolutions, and lighting. This dataset also covers age variations ranging from 0
to 116. This dataset was modified with an artificial mask utilized from [2] and
generated 22,841 masked face images. The proposed architecture, which only
employs 441,460 parameters, gains 91.17% of validation accuracy. The proposed
architecture outperforms deep CNN architectures [24,7,27], as sown in Table
1. Moreover, the proposed architecture reaches accuracy surpassing the three
lightweight architectures, SqueezeNet [11], SufiaNet [16], and MPConvNet [17],
which differed by 2.4, 1.16, and 0.98, respectively.

Table 1. Evaluation results on UTKFace dataset, modified with an artificial mask
utilized from [2].

Architectures Number of Parameters Validation Accuracy

MobileNetV2 [23] 2,260,546 87.93

ResNet50V2 [7] 23,568,898 87.99

VGG13 [24] with BN 34,467,906 88.07

SquezeeNet [11] with BN 735,306 88.77

VGG16 [24] with BN 39,782,722 89.23

VGG11 [24] with BN 34,413,698 89.26

InceptionV3 [27] 21,806,882 89.64

SufiaNet [16] 226,574 90.01

MPConvNet [17] 659,650 90.19

SiramNet (ours) 441,460 91.17

LFW. A face dataset labeled in gender consists of 13,234 instances with unbal-
ance proportion between males and females, about 77% and 23%. This dataset
was also modified with an artificial mask utilized from [2] and generated 10,374
masked face images. The proposed architecture, which only employs 441,460 pa-
rameters, gains 95.64% of validation accuracy. The proposed architecture also
outperforms deep CNN architectures [24,7,27], as sown in Table 2. Moreover, the
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proposed architecture also reaches accuracy surpassing the three lightweight ar-
chitectures, SqueezeNet [11], SufiaNet [16], and MPConvNet [17], which differed
by 1.38, 0.38, and 0.27, respectively.

Table 2. Evaluation results on LFW dataset, modified with an artificial mask utilized
from [2].

Architectures Number of Parameters Validation Accuracy

MobileNetV2 [23] 2,260,546 79.93

VGG13 [24] with BN 34,467,906 91.18

InceptionV3 [27] 21,806,882 92.58

ResNet50V2 [7] 23,568,898 92.96

VGG16 [24] with BN 39,782,722 93.35

VGG11 [24] with BN 34,413,698 93.88

SquezeeNet [11] with BN 735,306 93.99

SufiaNet [16] 226,574 95.13

MPConvNet [17] 659,650 95.37

SiramNet (ours) 441,460 95.64

5.2 Ablation Study

This work performs the ablation study to investigate how much the proposed
split-based inception block and attention module will impact the validation ac-
curacy result. This ablative study conducts by repealing the block or module
and then calculating the validation accuracy on the UTKFace dataset. As can
be seen in Table 3, utilizing the proposed split-based inception block and ap-
plying this block after the last convolution layer can increase the accuracy by
0.12%. The proposed RCA can escalate the accuracy by 0.38%. Moreover, the
proposed RSA module can also escalate the accuracy by 0.2% by adding only
two parameters.

Table 3. Ablation study on UTKFace dataset, modified with an artificial mask utilized
from [2].

Group Split
Inception Block

Regulated
Channel
Attention
Module

Regulated
Spatial

Attention
Module

Number of
Parameters

Validation
Accuracy

426,338 90.47

✓ 440,306 90.59

✓ ✓ 441,458 90.97

✓ ✓ ✓ 441,460 91.17
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5.3 Runtime Efficiency

The proposed architecture recognizes gender from a masked face using only
441,460 parameters. The architecture operates in real-time at 272.80 and 135.02
frames per second for gender identification and gender identification integrated
with face detection [19], respectively. The proposed efficient architecture be-
comes the second fastest compared to other deep and lightweight architectures,
as shown in Table 4. Even though SufiaNet [16] has become the fastest architec-
ture, the validation accuracy is not better than our proposed architecture, with
a difference of 1.16 and 0.38 on the UTKFace and LFW datasets, modified with
an artificial mask utilized from [2], respectively. Fig. 6 shows the recognition
result of the GenderMask-CPU, in which the green bounding box means a male
face and the magenta bounding box means a female face. Although this detector
is specially designed for faces with mask shown in Fig. 6 (a), it can also work on
faces without mask shown in Fig. 6 (b).

Table 4. Runtime efficiency on an Intel Core i7- 9750H CPU.

Architectures
Number of
Parameters

GFLOPs
Gender

Recognition
(FPS)

Gender
Recognition

integrated with
Face Detection

(FPS)

VGG16 [24] with BN 39,782,722 2.2900 43.28 37.15

VGG13 [24] with BN 34,467,906 1.6100 51.14 42.76

VGG11 [24] with BN 34,413,698 1.2700 55.49 45.71

ResNet50V2 [7] 23,568,898 0.5710 57.19 46.79

InceptionV3 [27] 21,806,882 0.4050 64.43 51.47

MobileNetV2 [23] 2,260,546 0.0501 118.71 81.20

SquezeeNet [11] with BN 735,306 0.0833 231.40 122.75

MPConvNet [17] 659,650 0.0670 269.86 132.04

SufiaNet [16] 226,574 0.0218 327.29 145.37

SiramNet (ours) 441,460 0.0293 272.80 135.02

5.4 Attention Modules Comparison

The proposed regulated attention module (RAM) is also compared with other
common attention modules, as shown in Table 5. This module compares with
Squeeze-and-Excitation (SE) [8], Bottleneck Attention Module (BAM) [14], and
Convolutional Block Attention Module (CBAM) [28]. These attention modules
are applied at the same place, i.e. after the second convolution layer and the
split-based inception block on the UTKFace dataset, modified with an artificial
mask utilized from [2], to perform a fair comparison. The validation accuracy of
the proposed architecture with RAM is higher than the proposed architecture
with BAM, SE, or CBAM, which differ by 0.48%, 0.39%, and 0.12%, respectively.
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(a)

(b)

Fig. 6. The correct detection results of the GenderMask-CPU detector for masked (a)
and non-masked (b) faces.

Table 5. Comparisons of Different Attention Modules applied on the Proposed Archi-
tecture on UTKFace dataset, modified with an artificial mask utilized from [2].

Attention
Modules

Number of
Parameters

GFLOPs
Validation
Accuracy

Gender
Recognition

(FPS)

Gender
Recognition

integrated with
Face Detection

(FPS)

BAM [14] 449,736 0.0348 90.69 238.19 125.40

SE [8] 440,946 0.0284 90.78 307.44 145.18

CBAM [28] 441,084 0.0286 91.05 273.84 135,84

RAM (ours) 441,460 0.0293 91.17 272.80 135.02

6 Conclusion

An efficient CPU-based human face detector with gender identification called
GenderMask-CPU is proposed and offers a lightweight architecture with a split-
based inception block and regulated attention module. This lightweight archi-
tecture assigns a few convolution operations that make the architecture only
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generates 441,460 parameters. This work offered a split-based inception block to
efficiently extract features at various sizes by partially applying different convo-
lution kernel sizes and levels. The regulated attention module is also proposed
to improve the quality of the feature map. This architecture acquires competi-
tive performance compared to other lightweight and deep CNN architectures on
the UTKFace and Labeled Faces in the Wild (LFW) datasets, modified with an
artificial mask utilized from [2]. Accordingly, when operating on a CPU device
in real-time, GenderMask-CPU is capable of running at 135 frames per second
while identifying the gender of masked faces. This detector outperforms other
lightweight and deep competitors’ architecture. In a forthcoming study, other
mechanisms, such as Transformer, can be conducted to improve the identifi-
cation accuracy. The augmentation strategy can also be explored to improve
the dataset varieties that can increase the performance of masked face gender
recognition.
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