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Abstract—A gender detector has become an essential part of
digital signage to support the decision to provide relevant ads
for each audience. Application installed in digital signage must
be capable of running on low-cost or CPU devices to minimize
system costs. This study proposed a fast face gender detector
(Gender-CPU) that can sprint in real-time on CPU devices im-
plemented on digital signage. The proposed architecture contains
a superficial network with attention modules (SufiaNet). This
architecture only consists of three convolution layers, making it
super shallow and generating a small number of parameters.
In order to redeem the lack of a super shallow network, the
global attention module is assigned to improve the quality of the
feature map resulting from the previous convolution layers. In
the experiment, the training and validation process is conducted
on the UTKFace, the Adience Benchmark, and the Labeled Faces
in the Wild (LFW) datasets. The SufiaNet gains competitive
accuracy compared to other common and light architectures on
the three datasets. Moreover, the detector can run 84.97 frames
per second on a CPU device, which is fast to run in real-time.

Index Terms—face gender detector, real-time detector, digital
signage, convolutional neural network, attention module

I. INTRODUCTION

Digital content has been extensively grown in the past
few years. It creates new opportunities for digital marketers,
especially advertisers, to appeal the prospective customers
through many digital platforms. The digital signage system
is one of them that has become ubiquitous in many public
areas where crowds assemble, such as supermarkets, airports,
and hotels [1], [2]. It utilizes a screen board displaying
varied content such as financial, saleable, and entertainment
information. This platform has become an essential channel
for offline advertising in modern cities [3].

Digital signage is an advertising platform that provides
the dynamic customization of the ad contents following the
audience looking at the screen [4]. Gender is one of the
basic yet essential information of a face that can be used to
segment the audience [5]. Recognizing gender can be used as
the basis for advertising platforms to provide relevant ads for
each audience [6]. It will establish more targeted advertising.

Recognizing gender is conducted by detecting and analyzing
the face of the audience through a camera. This process
is required to operate in real-time while the audiences face
the platform. Moreover, digital signage requires a low-cost
device to reduce the system cost [7], [8]. This issue creates

an additional challenge if the system is implemented in real-
time. Therefore, this platform requires a gender recognition
technology that can be implemented on a CPU or low-cost
device.

Presently, Convolutional Neural Network (CNN) has proved
a lot of success in recognition works. Many researchers have
developed diverse CNN architectures to build a recognition
system, especially for face gender recognition. Hamdi and
Moussaoui [9] proposed CNN architecture for gender predic-
tion compared with some techniques such as Support Vec-
tor Machine and Random Forest. The proposed architecture
achieved 89.97% accuracy on the UTKFace dataset. Ranjan
et al. [10] used ResNet-101 architecture as a baseline to build
new CNN architecture, namely HyperFace-ResNet, for gender
prediction. In this architecture, the lower and deeper layers
of ResNet are fused using an element-wise addition operator.
This proposed architecture achieved 94% and 98% accuracy
on the LFW and CelebA datasets, respectively.

Previous work has also proposed a CNN-based gender
detector applied to digital signage. In [4], a mobile version
architecture of CNN called MobileNetV2 was employed to
design a gender detector in real-time digital signage on an
ARM-based CPU. This proposed detector achieved 95% ac-
curacy on the MIVIA-Gender dataset. Although the detector
used a tiny version of the CNN architecture, it generated 3.5
million parameters. The fewer parameters will increase the
efficiency of the face gender detector, which makes it run fast.
This study presents a real-time detector with a small number
of parameters that can detect a gender fast.

A fast CPU real-time face gender detector (Gender-CPU)
proposed a superficial and lightweight architecture with at-
tention modules (SufiaNet). The attention module is applied
to improve the quality of the feature map by considering
the interrelationship between channels. It generates few pa-
rameters and leads the detector to run fast. Therefore, this
architecture can be applied on a low-cost device or CPU-based.
The contribution of this work summarizes as follows:

1) A superficial and lightweight architecture with atten-
tion modules (SufiaNet) is proffered that produces few
parameters. The attention modules can reinforce the
object’s important feature that impacts the accuracy of
the recognition result.
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Fig. 1. The proposed architecture of the face gender detector. It uses a superficial and lightweight backbone with global attention modules to extract gender
face features rapidly.

2) A fast face gender detector that can run on a CPU
device. The performance output gains competitive accu-
racy comparing to other architectures on UTKFace [11],
Adience Benchmark [12], and Labeled Faces in the Wild
(LFW) [13] datasets.

II. PROPOSED ARCHITECTURE

The proposed architecture employs a sequence of convolu-
tion layers with global attention modules, as shown in Fig.
1. In this architecture, a backbone that consists of sequential
convolution layers efficiently extracts gender features of faces.
Hereafter, the classification module that consists of dense
layers and activation functions predicts the gender of the face.
The SufiaNet produces 226,574 parameters.

A. The Backbone

The backbone module extracts gender features of faces
using sequential convolution layers. The Gender-CPU pro-
poses a superficial and lightweight architecture combined with
a global attention module. This backbone only consists of
three convolution layers with 3 × 3 kernel size. These layers
are organized sequentially with a two-times increase in the
number of kernels from 16, 32, and 64. It aims to obtain
more information at a higher level of the feature extraction
layer. We determine a small number of convolution layers to
suppress the number of parameters that makes the architecture
more efficient. In order to deal with the gradient problem,
a batch normalization technique [14] and Scaled Exponential
Linear Units (SELU) [15] activation are used after convolution
operations. The dropout technique is also used before the
second and third convolution layer to prevent overfitting [16].

Three max-pooling layers with two strides and different
sizes are also applied to shrink the feature map. It is used
to summarize the most essential features with high activation
values [17]. A max-pooling layer with the 4 × 4 sizes is put
after the first convolution layer. Further, a max-pooling layer
with the 2 × 2 sizes is put after the second and the third
convolution layer. The use of the 4 × 4 sizes of max-pooling
in the first aims to summarize the broader area in the low-level
feature.

The use of the few convolution layers makes this ar-
chitecture super shallow and generates a small number of
parameters. In order to redeem the lack of a super shallow
network, the global attention module is assigned to enhance
the quality of the feature map resulting from the previous
convolution layers. We utilize the global attention mechanism,
namely Squeeze-and-Excitation module (SE) [18], which per-
forms a global average-pooling operation to aggregate each
feature map resulting from the previous convolution layers.
It produces a feature vector in which each value represents
the features resume for the corresponding channel. After this
operation, two sequential fully-connected layers are applied
to capture the channel-wise dependencies. As it befits a
bottleneck mechanism, the first layer is used to decrease the
number of channels. The second layer is used to increase the
number of channels. It is also used to match the original shape
before performing a weighted summation with the original
tensor resulting from the previous convolution layers. The
global attention module function is described as:

CA(x) = x ∗ σ(WFC2(δ(WFC1(GA(x))))), (1)

where x is an input of the SE module, GA is the global
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average pooling operation, σ indicates the Sigmoid function
used to normalize the attention weights, δ refers to the ReLU
(Rectified Linear Unit) activation function, and WFC1 and
WFC2 are learnable parameters in the two fully-connected
layers. The global attention module is only located after the
second and the third max-pooling to improve the quality of
the feature map at the middle and high-level features of this
architecture.

B. Classification Module

The classification module of the proposed architecture is
used to calculate the probability of the gender class in order
to predict the gender of the face. It consists of two fully-
connected layers. The first layer consist of 64 units, batch
normalization, and SELU activation function. It uses the SELU
activation function to pass not only the positive values but also
the negative values to avoid the loss of valuable information
and dead neurons during activation [19]. The second layer
consists of the Sigmoid activation function that renders the
previous layer’s output to possibilities representing the predic-
tion result as a male or female. The equation of the Sigmoid
activation function is described as:

S (x) =
1

1 + e−x
, (2)

where x is a logit score from the neural network, and e is
Euler’s number. It also uses dropout operations before the
second fully-connected layer to prevent overfitting.

C. Face Detector

Face detection in this work is used as a preliminary process
performed before face gender prediction. It serves to detect and
get the face area as a Region of Interest (RoI). It required a
face detector with efficient performance, especially to perform
in real-time scenarios. In order to counter this issue, the
LWFCPU [20] face detector is used in this work. This detector
uses six types of anchors with only twelve convolutional
layers. It only generates a few parameters. It makes the face
detector capable of running fast on CPU or low computing
devices in real-time detection. In advance of the RoI being
entered into the gender recognition process, it will be cropped
and scaled according to the predefined size of the gender
recognition input.

III. IMPLEMENTATION SETUP

The proposed architecture is trained on the NVIDIA Tesla
V100-PCIe 32GB as an accelerator. Further, it is tested on
Intel Core i7-9750H CPU @ 2.60GHz with 20GB RAM. The
UTKFace, Adience Benchmark, and LFW datasets are used in
the training and validation process. The total epoch is 300 in
the training stage with 10−2 as an initial learning rate. In this
implementation, the reducing learning rate mechanism is ap-
plied. During the training process, the learning rate will reduce
to 75% when there is no improvement in every 20 epochs. The
Adam is set as an optimizer to update the weight according to
Binary Cross-Entropy loss. In order to computational speed up
from the parallelism of high-performance GPUs, a batch size

TABLE I
EVALUATION RESULTS ON UTKFACE, ADIENCE, AND LFW DATASETS

Architecture Number of
Parameters

Validation
Accuracy

(%)
Evaluation on UTKFace (Aligned and Cropped Faces)

VGG16 + Batch Normalization 39,782,722 89.30
VGG13 + Batch Normalization 34,467,906 89.28
VGG11 + Batch Normalization 34,413,698 89.43
ResNet50V2 23,568,898 89.35
InceptionV3 21,806,882 88.26
SqueezeNet + Batch Normalization 735,306 89.24
Hamdi & Moussaoui [9] 530,034 89.97
MobileNet V2 2,260,546 90.49
Krishnan et al. (VGG-19) ( [21] 143,667,240 91.50
Krishnan et al. (ResNet-50) [21] 25,636,712 91.60
Krishnan et al. (VGG16) [21] 138,357,544 91.90
Savchenko [22] 3,491,521 91.95
MPConvNet [23] 659,650 92.32
SufiaNet 226,574 92.05

Evaluation on Adience Benchmark
Althnian et al. [24] 15,473,190 83.30
Greco et al. [25] 3,538,984 84.48
Opu et al. [26] 210,050 85.77
SufiaNet 226,574 84.60

Evaluation on LFW
Althnian et al. [24] 15,473,190 72.50
Rouhsedaghat et al. [27] 16,900 94.63
Greco et al. [25] 3,538,984 98.73
SufiaNet 226,574 95.66

of 256 is applied. The proposed architecture is implemented
on Keras 2.3.1 and the Tensorflow 2.0 framework.

IV. EXPERIMENTAL RESULTS

In this experiment, three datasets are used to measure the
performance evaluation of gender prediction. This section
describes the examination result of the proposed architecture
on the datasets benchmark. This section also describes the ab-
lative study report. Further, this section investigates the speed
of the SufiaNet on a CPU, compares it to other architectures,
and shows the limitation of the proposed detector.

A. Evaluation on Datasets

1) UTKFace (Aligned and Cropped Faces): The proposed
architecture is evaluated in the UTKFace dataset to test the
performance of the face gender detector. The dataset consists
of 23,708 face images ranging from 0 to 116. It is labeled
in gender, age, and ethnicity. The dataset also covers huge
variations such as illumination, expression, pose, resolution,
etc. In this experiment, the dataset is divided into 70% as
training and 30% as testing sets with a random permutation
split. The 16,600 images are used as training and the 7,108
images as testing sets. As a result, the SufiaNet achieves
92,06% in validation accuracy with only 226,574 parame-
ters. The result exceeds some outstanding architecture such
as Inception, ResNet, VGG, and MobileNet. Furthermore,
SufiaNet achieves the validation accuracy surpassing the two
light architectures, SqueezeNet with batch normalization and
[9], which differed by 2.81 and 2,08, respectively, as can be
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seen in Table I. However, SufiaNet occupies the second-best,
below the performance of [23] with 659,650 parameters, which
differed only by 0.27. Even so, the SufiaNet has 65.65% fewer
parameters.

2) Adience Benchmark: In the second evaluation, the Adi-
ence Benchmark dataset is used to test the performance of
the face gender detector. The dataset consists of 26,580 face
images covering age variations ranging from 0 to 60. It is
labeled in gender and age. The dataset also covers huge
variations such as lighting, pose, appearance, noise, etc. In
this experiment, some pre-processing is conducted, such as
eliminating data that contains missing values on the dataset.
It produces 17,492 face images. With a random permutation
split, the dataset is divided into 70% as training and 30%
as testing sets. The 12,244 images are used as training and
the 5,248 as testing sets. As a result, the SufiaNet achieves
84,60% in validation accuracy with only 226,574 parameters.
The SufiaNet achieves competitive performance concerning
validation accuracy of the two light architectures such as [26]
and [25]. However, the proposed detector occupies the second-
best, below the performance of [26] with 210,050 parameters,
which differed by 1.17, as can be seen in Table I.

3) Labeled Faces in the Wild (LFW): In the third eval-
uation, the LFW dataset is used to test the performance of
the face gender detector. The dataset consists of 13,234 face
images with a significant imbalance between males (77%) and
females (23%). With a random permutation split, the dataset
is divided into 70% as training and 30% as testing sets. The
9,263 images are used as training and the 3,971 as testing
sets. As a result, the SufiaNet achieves 95,66% in validation
accuracy with only 226,574 parameters. The SufiaNet achieves
competitive performance concerning validation accuracy of the
two light architectures such as [25] and [27]. However, the
proposed detector occupies the second best. It is below the
performance of [25] with 3,538,984 parameters, which differed
by 3.17, as can be seen in Table I. Even so, the SufiaNet has
93.6% fewer parameters.

B. Ablative Study

This section describes the investigation result of attention
module performance impact on the accuracy. It conducts
by removing the attention module and then measuring the
accuracy. The UTKFace dataset is used in this investigation.
Table II shows the investigation result based on the validation
accuracy metric. It can be seen that employing the attention
module can increase the accuracy by 0.69%.

C. Runtime Efficiency

The SufiaNet, with a few parameters, is specially designed
to be implemented in real-time on CPU-based supporting
the digital signage. The proposed architecture generates only
226,574 parameters with 0.022 GFLOPs. Therefore, it can
be efficient when integrated with face detection to recognize
the face gender in real-time. The proposed detector achieves
127.50 FPS for gender recognition and 84.97 FPS for the
integration between the face detection using LWFCPU [20]

TABLE II
ABLATIVE STUDY OF THE PROPOSED ARCHITECTURE

Settings Validation Accuracy
(%)

The Backbone without SE 91.36
The Backbone with SE 92.05

TABLE III
RUNTIME EFFICIENCY ON CPU

Architecture GFLOPs
Gender

Recognition
(FPS)

Face Detection
+ Gender

Recognition
(FPS)

InceptionV3 0.405 31.85 28.35
ResNet50V2 0.571 35.54 31.24
VGG16 + Batch Nor-
malization

2.290 40.32 34.91

VGG13 + Batch Nor-
malization

1.610 47.47 40.27

VGG11 + Batch Nor-
malization

1.270 51.83 43.21

MobileNet V2 0.050 57.42 47.59
Squeezenet + Batch
Normalization

0.083 95.18 69.27

SufiaNet 0.022 127.50 84.97

and the proposed gender recognition. It makes our proposed
detector the fastest on a CPU compared to other common and
light architectures shown in Table III. Fig. 2 (a) shows the
correct prediction results of the Gender-CPU detector on the
CPU. The blue color indicates a male face, and the yellow
bounding box indicates a female face.

D. Limitation

The Gender-CPU detector with SufiaNet architecture for
gender prediction is training on the UTKFace dataset using
the aligned and cropped faces version that covers variations in
the pose. However, it does not have many instances, especially
face in full yaw pose. It causes the detector resulting an
incorrect prediction in a few cases when it predicts the gender
with the face in full yaw pose. Fig. 2 (b) shows the false
prediction outcomes of the detector with the yaw pose case.

V. CONCLUSION

This study proposes a fast real-time face gender detector
with light architecture. It offers a superficial network with
attention modules (SufiaNet) that only consists of three con-
volution layers. It makes the architecture super shallow and
generates a small number of parameters. The global attention
module is utilized to redeem the lack of a super shallow
network. It improves the quality of the feature map resulting
from the previous convolution layers. The SufiaNet gained
competitive accuracy compared to other common and light
architectures on the UTKFace, the Adience Benchmark, and
the Labeled Faces in the Wild (LFW) datasets. As a result, the
Gender-CPU can run 84.97 frames per second in recognizing
the gender of the face when working on a CPU device in
real-time. The speed of the proposed detector outperforms

Authorized licensed use limited to: University of Ulsan. Downloaded on October 26,2022 at 06:01:00 UTC from IEEE Xplore.  Restrictions apply. 



(a)

(b)

Fig. 2. The correct prediction result (a) and the incorrect prediction results (b) of the Gender-CPU detector.

other common and light competitors’ architecture. In future
work, the novel attention module with minimal operation
and parameters can be designed to increase the detector’s
speed. It is also possible for future work to integrate gender
detection directly into the face detection network to be one
stage detector. It will increase the inference speed and deal
with various face RoI from the face detection process.
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