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Abstract—This paper studies the fully unsupervised object re-
identification (re-ID) problem which can learn re-ID without
any human-annotated labeled data. Recent works show that self-
supervised momentum contrastive learning is an effective method
for unsupervised object re-ID, but they neglect to optimize
one important component - the similarity relationships among
instances. Previous works focus on enforcing instance-to-centroid
learning, which does not fully utilize the inter-instances informa-
tion. Thus, we propose an Instances Correlation Loss (ICL) to
enforce instance-to-instance learning in each training iteration.
Experimental results show that the proposed ICL effectively boost
the performance, which demonstrates that learning strategy is
also a central importance to unsupervised re-ID task. Extensive
experiments are performed on three mainstream person re-ID
datasets and one vehicle re-ID dataset.

Index Terms—Person re-identification, fully unsupervised
learning, vehicle re-identification

I. INTRODUCTION

Object re-identification (re-ID), is a fundamental task in
intelligent surveillance systems, aims to retrieve a particular
object instance across different camera views or scenes. Com-
mon object re-ID problems include person re-ID and vehicle
re-ID, as illustrated in Fig. 1. Given a query image, the goal
of an object re-ID system is to find images from the gallery
which contain the same identity as the query image. Green
boxes in Fig. 1 denote the matching identity between query
and gallery.

In the past decade, supervised object re-ID achieved signifi-
cant progress, however, supervised methods required substan-
tial human-annotated labeled data for satisfying performance.
Therefore, recent works are beginning to focus on unsuper-
vised object re-ID methods.

The state-of-the-art unsupervised re-ID method [5]-[7]
achieved significant success by utilizing strong self-supervised
contrastive learning mechanisms, i.e., the Memory Bank ap-
proaches [8] and Momentum Contrast (MoCo) [9] approach.
The Memory Bank and MoCo are designed for the unsu-
pervised instance discrimination task, which learn the dis-
criminative features of an image by matching its random
augmented views. Different from the instance discrimination
task, contrastive learning-based object re-ID tasks first roughly
classify all images into clusters then conduct instance-to-
centroids learning in feature space [5]-[7].

The discrepancy in learning strategy causes the advantage of
self-supervised contrastive learning mechanism to be not fully
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Fig. 1. The examples of object re-ID images from three person
re-ID datasets and one VeRi-776 dataset. Green boxes denote
the matching identity between query and gallery. (a) Market-
1501 [1], (b) DukeMTMC-reID [2], (c) MSMT17 [3], and (d)
VeRi-776 datasets [4].

utilized in object re-ID tasks. The problems is that similarity
relationships among instances in each training iteration are
neglected in current framework. MoCo [9] demonstrated the
importance of maintaining consistent representation for un-
supervised learning, however, the representation of instances
(query) and centroids are less consistent, as illustrated in Fig.
2. The representation of instances is extracted by encoder in
every training iteration, but the representation of cluster cen-
troids are generated by momentum encoder before every train-
ing epoch. To mine similarity relationships from consistent
representation, we further propose a Instance Correlation Loss
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Fig. 2. The illustration of the proposed fully unsupervised object re-ID framework.

(ICL) Lt to increase compactness of intra-class instances.
Here we implement state-of-the-art self-supervised contrastive
learning mechanism MoCo as baseline framework to perform
experiments.

In summary, the contributions of this work are two-fold.

¢ We proposed an Instance Correlation Loss (ICL) to
solve the inconsistency problem by enforcing instance-
to-instance learning in each training iteration.

o Extensive experiments demonstrate that the proposed
object re-ID framework shows exceptionally strong per-
formances in four object re-ID datasets.

The remainder of this paper is organized as follows. Section

II summarizes the related work. Section III describes the re-ID
method. In section IV, the implementation details and exten-
sive experimental results are reported and analyzed. Finally,
Section V concludes this paper.

II. RELATED WORKS
A. Unsupervised object re-ID

Common unsupervised object re-ID problems include per-
son re-ID [5], [6], [10] and vehicle re-ID [5], [11]. Based
on the training strategy, current unsupervised re-ID methods
can be summarized in two categories: unsupervised domain
adaptation (UDA) and fully unsupervised methods.

UDA methods [11] learn to extract discriminative features
for re-ID by transferring knowledge from a labeled source
dataset to the unlabeled target dataset. The key is to reduce the
gap between source and target domain. A common operation
is to train the network on the labeled source and the unlabeled
target dataset simultaneously [12]. UDA methods had taken the
lead in performance but they still need labeled information.

Fully unsupervised re-ID has recently gained attention be-
cause it does not require any labeled information. Lin et al.
[13] first proposed a fully unsupervised method for re-ID,
called Bottom-Up Clustering (BUC), which merges a fixed
number of clusters to fine-tune the model step by step. Wang
et al. [14] formulated re-ID as a multi-label classification task,
optimized the network under the supervision of self-predicted
and online pseudo multi-class labels. Based on the [14],
Tang et al. [15] leveraged the eligible neighbors as additional
reference information to further boost the model performance
in ranking accuracy. Recently, contrastive learning methods
have pushed the fully unsupervised re-ID performance to a
new height. To improved the quality pseudo labels, Tang et al.
[16] proposed a Multiple pseudo Labels Joint Training (MLIJT)
strategy to predict multiple pseudo labels for each image by
similarity measurement and clustering algorithm.

B. Contrastive Learning in Re-ID

Contrastive learning [8], [9] has long been studied in the
area of unsupervised visual representation learning. The main
idea is to form positive pairs by augmenting the same sample,
and to form negative pairs by treating each sample as a single
class. Then, the model is trained by contrastive loss to pull
positive samples together and push negative samples away.

Recent unsupervised re-ID works adopt contrastive learning
method, i.e., Memory Bank [8] or MoCo [9] architecture,
as the general pipeline. SpCL [5] considered the instance-
level contrastive loss does not perform well on object re-
ID, therefore they proposed instance-to-centroid contrastive
learning. SpCL first clustered all samples into clustered inliers
or unclustered outliers by clustering algorithm DBSCAN [2].



SpCL proposed a self-paced contrastive learning framework,
which involved cluster-level and un-clustered instance-level
features into a hybrid memory for contrastive learning. CAP
[7] and IICS [10] noticed that features distribution discrepancy
among cameras harms model learning discriminative features
among object identity. To address this issue, they introduced
camera information to build camera-aware proxies to perform
instance-to-proxy contrastive learning. [6] considered above
methods only focus on cluster or proxy centroids-towards
learning but neglect inter-instance relationship. Therefore, [6]
proposed a hard instance contrastive loss to pull a hard positive
sample closer and push negative samples away in a mini-batch.

III. PROPOSED METHOD

The MoCo-based re-ID contrastive learning framework in
ICE [6] is adopted in this work as the baseline framework as
shown in Fig. 2.

A. Momentum Contrast Learning

The objective of our work is to obtain a superior re-ID
network, which can produce similar features for the same
identity and produce distinct features for different identities.
To achieve this goal, momentum contrast learning architecture
MoCo [9] with InfoNCE loss [17] is used as the baseline to
enforce instance-to-centroid learning. The framework of the
proposed method is illustrated in Fig. 2.

The encoder and the momentum encoder are used to
generate representations of instances and cluster centroids,
respectively. We denote parameters of the Encoder as 6., and
parameters of the Momentum Encoder as 6,,,.. 6. is updated
in each training iteration by gradient back-propagation. The
momentum encoder, served as a robust encoder, updated by
6. with a momentum coefficient m after every iteration as
follows,

ame = mgme + (]- - m)ee (D

Before each training epoch starts, given an unlabeled train-
ing dataset X = {z1,...,xzn}, all images representations
Fre = {fme1, - fme,N} are extracted by the momentum
encoder. Then, unsupervised dense-based clustering algorithm
DBSCAN [2] clusters F;,,. into No numbers of clusters. After
that, cluster centroids C' = {cy, ..., ¢y, } are computed as the
mean vector of all instances in the cluster. This clustering
results are used to split X into mini-batches.

In each training iteration, given an sampled mini-batch
B, F. = {fe1,.-, fe.ng} are extracted by the encoder as
representations of instances.

To pull intra-class instances close to their corresponding
centroids and push other centroids away, the loss of momen-
tum contrast learning Lo of an instance is designed based
on InfoNCE loss [17] as follows,

exp(fei-ct)/T
exp(fei- C)/T

, where f.;-c™ computes the distance between the instance
x; and its corresponding cluster centroid ¢, where ¢t € C.

2

Lyicr = —log

fe.i-C represents distances among x; and all cluster centroids.
T is the temperature hyper-parameter.

B. Instances Correlation Loss

Training re-ID model only using momentum contrast learn-
ing with Eq. (2) still has two open problems.

1) The representations f.; and C' are less consistent in
updating states. More specifically, f.; was extracted
by the encoder in each training iteration, but the C'
are generated by momentum encoders all over the past
iteration. Although the momentum update is performed
after every iterations, the momentum encoder is not fully
made use of in the re-ID task.

2) The instance-to-instance learning is ignored. Mining

similarity relationship among instances is also beneficial
to re-ID model performance [14], [15].

Thus, we proposed an Instance Correlation Loss Ljcop
to solve the inconsistency problem by enforcing instance-to-
instance learning in each training iteration.

Previous method ICE designed an instance contrastive loss
to enforce instance-to-instance learning, in which only one
hardest positive and multiple negative samples are involved
[6]. Instance contrastive loss neglects the relationship among
positive samples. In other words, the instance contrastive
loss lacks intra-class compactness because it did not enforce
positive samples learning close to each others. Instead of
using instance contrastive loss in [0], our proposed instances
correlation loss involves multiple positive samples to increase
intra-class compactness.

For the mini-batch B, L2 normalized key K =
{k1,...,kny} are additionally extracted by momentum en-
coder. We then compute cosine similarities to build correlation
matrix M = F, - K, size as Ng x Ng. M is bounded by
[-1,1]. The L;cyr is computed by directly regress the M to
target matrix 1" as follows,

Licr = ||M —T|? 3)

. The rules of initialize 7" is simple. If two instances in B
have same class c;, the corresponding value in T" equals to 1;
Otherwise, the value equals to —1. Therefore, the target matrix
T is a binary matrix, which consists by —1 and 1. 7" has same
size with M as illustrated in Fig. 3. The overall loss of our
proposed framework is the summation of Eqn. (2) and Eqn.
(3) as follows,

L=Lycr+ LicL “4)

IV. EXPERIMENTS
A. Datasets and Evaluation Metrics

The experiments are performed on four large-scale and
mainstream datasets, i.e., three person re-ID datasets, and one
vehicle re-ID datasets.

Market-1501 [1] (Market) is a person re-ID dataset, which
has 6 cameras and 32,217 person images of 1,501 identities
in total.
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Fig. 3. The example of M: instances correlation matrix, and 7": target matrix.

Loss function Market-1501 DukeMTMC-relD
mAP  Rank-1 | mAP Rank-1
Baseline 83.3 93.6 66.9 81.5
Contrastive loss | 83.9 93.8 67.5 82.0
ICL (Ours) 84.5 94.5 69.3 82.7

TABLE I. Ablation

study on using different loss functions for instance-to-instance learning

Method Market-1501 DukeMTMC-relD MSMT17

mAP R-1 R-5 R-10| mAP R-1 R5 R-10 | mAP R-1 R-5 R-10

BUC [13] 296 619 735 782 | 22.1 404 525 582 - - - -

HCT [18] 564 800 91.6 952 | 507 69.6 834 874 - - - -
MMCL [14] 455 803 894 923 | 402 652 759 80.0 | 11.2 354 448 498

DSCE [19] 61.7 839 923 - 53.8 738 842 - 155 352 483 -
SpCL [5] 79.1 881 951 970 | 653 812 903 922 | 19.1 423 556 612
CAP [7] 792 914 963 977 | 673 8l1.1 893 918 | 369 674 780 8l4
Group Sampling [20] | 79.2 923 96.6 97.8 | 69.1 827 O9l1.1 935 | 246 562 672 715
ICE [6] 823 938 976 984 | 699 833 915 941 | 389 702 805 844
Ours 845 945 982 988 | 69.3 827 90.I 923 | 424 72.7 82.0 85.2

TABLE II. Experimental results of our proposed method and state-of-the-art fully unsupervised re-ID methods on three person
re-ID datasets. IS: Irregular Sampling. ICL: Instances Correlation Loss. The top result is highlighted in bold and the second

best result is shown in blue.

VeRi-776
Method | Ap  RiI RS R-10
SpCL 57 | 369 799 868 890
Ours | 395 837 884 907

TABLE III. Experimental results of our proposed method on vehicle re-ID datasets VeRi-776.

DukeMTMC-reID [21](Duke) is a person re-ID dataset,
which has 8 cameras and 36,411 person images of 1,404
identities in total.

MSMT17 [3] MSMT) is a person re-ID dataset, which has
15 cameras and 126,441 person images of 4,101 identities in
total.

VeRi-776 [4] (VeRi) is a vehicle re-ID dataset, which has 20
cameras and 51,003 vehicle images of 775 identities in total.

Two evaluation metrics are used to measure model perfor-
mance. The first one is Mean Average Precision (mAP) (%).
Another one is the Cumulative Matching Characteristic (CMC)
curve. The CMCs (%) of Rank-1 (R-1), Rank-5 (R-5), and
Rank-10 (R-10) are reported, which represents the probability
of top-1, top-5, and top-10 ranked gallery samples containing
the query identity, respectively.

B. Implementation Details

ImageNet pre-trained ResNet-50 is used as the encoder and
the momentum encoder. A batch normalization layer and an
Lo-normalization layer are added after the last global pooling

layer of ResNet-50 to generate 2048-dimensional features. The
input images are resized to 256 x 128 x 3. The size of training
mini-batch N, is 32. The network is trained by the Stochastic
Gradient Descent (SGD) with a learning rate of 0.00055, 50
epochs in total. Hyper-parameters m = 0.999, 7 = 0.05, P =
12 are used in all experiments for fair comparisons, except
in hyper-parameter analysis experiments. The experiments are
performed on one NVIDIA Titan 1080Ti GPU with 11 GB of
memory. The total training time is around 3 hours on Market-
1501 and DukeMTMC-relD, and 6 hours on MSMT17 and
VeRi-776.

C. Effectiveness of the Instances Correlation Loss

To test the validity of the proposed instances correlation
loss, we compare it against the baseline method and con-
trastive loss [0]. The results are reported in Table 1. The
baseline method only using Lj;cr to perform instance-to-
centroids learning, which outputs unsatisfactory performance
in mAP= 83.3% and in Rank-1 = 93.6% on Market-1501, and
in mAP= 66.9% and Rank-1 = 81.5% on DukeMTMC-relD.



Two instance-to-instance learning loss, including contrastive
loss and our proposed ICL, boost the model performance from
the baseline. The consistent improvements demonstrated the
importance of mining information among instances.

The idea of contrastive loss in [6] is to pull the hardest
neighbor closer and push all negative samples in the same
mini-batch away. Limited by the function of contrastive loss,
only one positive sample can be involved. Our proposed ICL
involves all positive samples and negative samples by directly
regressing the correlation matrix of each mini-batch to its tar-
get matrix. The performance of ICL remarkably surpasses the
contrastive loss. The improvements demonstrate the necessity
of involving more positive samples and the effectiveness of
our proposed instances correlation matrix and ICL loss.

D. Comparisons with the State-of-the-Arts

The comparisons with the State-of-the-Arts fully unsu-
pervised methods on Market-1501, DukeMTMC-relD, and
MSMT17 are reported in Table II. On Market-1501, our
method achieves the best performance with mAP= 84.5% and
Rank-1 = 94.5%. Compared to the best fully unsupervised
method ICE, our method achieve good and competitive results
on DukeMTMC-reID. Moreover, our method outperforms ICE
by 3.5% in mAP and 2.5% in Rank-1 in the largest and
most difficult person re-ID datasets MSMT17. Comparisons
are also performed in vehicle re-ID dataset VeRi-776 in Table
III. We obtain mAP= 39.5% and Rank-1 = 83.7%, which
considerably outperforms SpCL. The superior performance
indicates that the effectiveness of our proposed instance-to-
instance learning loss L;cy,.

V. CONCLUSION

In this work, we proposed a fully unsupervised object re-
ID method, which can be trained without using any labeled
information. Based on the drawbacks of existing methods, we
propose an instances correlation loss is proposed to enforce
instance-to-instance learning with consistent features. Experi-
mental results on three person re-ID datasets and one vehicle
re-ID dataset demonstrate the effectiveness of the proposed
method.
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