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Abstract. The eye is an important organ in the human body for sensing
and communicating with the outside world. The development of human
eye detectors is essential for applications in the computer vision field,
especially under low illumination. This paper proposes a convolutional
neural network to detect the position of the eye in the acquired image.
This network architecture exploits the advantages of convolutional neural
networks combined with the concatenated rectified linear unit (C.ReLU),
inception module, and Bottleneck Attention Module (BAM) to extract
feature maps. Then it uses two detectors to localize the eye area using
bounding boxes. The experiment was trained, evaluated on the BioID
Face and Yale Face Dataset B (YALEB) dataset. As a result, the network
achieves 99.71% and 99.37% of Average Precision (AP) on YALEB and
BioID Face datasets, respectively.

Keywords: Attention module · Convolutional neural network (CNN) ·
Concatenated rectified linear unit (C.ReLU) · Eye detection · Inception
module.

1 Introduction

The computer vision field has been focusing on exploiting the structural features
of the human body to develop application and support tools. In which, eye
detection is a topic of extensive research interest. The location of the human
eye and related components provides useful information for many fields such as
psychological analysis, biomedical device development, medical diagnostics [12],
assistance devices [14], and tracking technology [5]. However, the eye is a quite
small organ with a complex structure, so detecting eye position faces many
challenges. In particular, lighting conditions, distance, and camera placement
can distort the acquired image area and make it difficult to detect. In addition,
real-time applications require network architectures that work smoothly with
mobile and embedded devices. Based on the above observations and inspired
by the drowsiness warning system, this study proposes an eye detector based
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on a convolutional neural network under low-illumination. Experiments were
performed on BioID Face, YALEB proposed image datasets and tested on a
real-time system. The main contributions of this paper are shown as follows:

1 - Propose a convolutional neural network design for eye detection based on a
combination of convolution layer, max pooling layer, C.ReLU module, inception
module, and Bottleneck Attention Module.

2 - Built datasets for eye detection under low-illumination conditions from
BioID Face and YALEB datasets.

The rest of the paper is organized as follows: Section 2 presents methods
related to eye position detection. Section 3 describes the proposed method in
detail. Section 4 discusses and analyzes the test results. Section 5 concludes the
issue and direction development for future research.

2 Related work

This section introduces the methods used in eye detection and eye-related com-
ponents. These methods can be considered in two aspects: the traditional-based
and machine learning-based methods. The traditional-based method mainly ex-
ploits the geometrical features of the eye to detect the eye area and its related
components. The methods focus on extracting features of eyes and neighbor-
hoods using classical geometric algorithms. A set of stochastic regressions was
used by the authors in [17], the image gradients, and squared dot products in [4]
to locate the pupil. The isophote curve is used in [24] to detect the position of
the eye and the pupil. Later, several methods used pattern matching algorithms
to replace classical algorithms. Specifically, [23] used the elliptical equation, [13]
used the inner product detector to locate the eye. These traditional methods can
achieve quite accurate results and are easy to deploy. However, their application
may be limited by several conditions such as illumination, image resolution,
and hardware devices. The machine learning-based methods can be divided into
two groups, traditional machine learning-based, and CNN-based methods. The
traditional machine learning-based mainly uses classical image processing algo-
rithms to extract eye and face features. With the advent and development of the
OpenCV open-source library, the application of these algorithms has become
even more convenient and easy. Some of these algorithms include self-similarity
information and shape analysis [3], Haar Wavelet and Support Vector Machine
(SVM) [20], Histogram of Oriented Gradients (HOG) features combine with Sup-
port Vector Machine [22]. The explosion of convolutional neural networks in the
computer vision field has spurred the development of applications for eye detec-
tion, eye segmentation, and eye classification. The CNN-based methods focus
on studying the central position of the eye or pupil. In [10], the authors used
a simple convolutional neural network to detect the central part of the eye. A
set of convolutional neural networks is combined to locate the pupil [2]. In addi-
tion, several methods are also applied to detect the eye areas using twelve feature
points [16] and then use transform operations [19] to localize the eyes. The CNN-
based methods have proved superior ability in feature extraction and flexibility
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compared to other methods. However, in order to increase performance preci-
sion, networks need to be designed with more depth and incorporate many other
additional algorithms. This increases the computational memory which hinders
the application to real-time systems. Especially, when the system is deployed in
low light conditions such as operating at night.

3 Methodology

As depicted in Fig. 1, the eye detection network consists of two main modules:
feature extraction and detection.

Fig. 1. The proposed eye detection network.

3.1 Feature extraction module

This module is designed based on the advantages of convolution layer, max pool-
ing layer, C.ReLU module [6], inception module [18], and Bottleneck Attention
Module [15] to extract feature maps. In the first stage, the network extracts
low-level feature maps using two convolutions with kernel size of 3× 3 followed
by each convolution layer a C.ReLU module and a max pooling layer. As shown
in Fig. 1, Conv1, Pool1, Conv2 and Pool2 use strides 1, 2, 1 and 2 so it reduces
the input image space size from 128× 128 to 32× 32. In this phase, the C.ReLU
module plays the role of ensuring useful information for the feature maps. The
architecture of the C.ReLU module is shown in Fig. 2 (a).
In the next stage, the inception module is used as a multi-scale block according
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to the width to enrich the receptive field of the network. This block is designed
with four convolution branches, each of which uses convolutions with kernel size
1 × 1 or 3 × 3 and a number of kernels 24 or 32. The detailed description of
the inception module is in Fig.2 (b). The feature map after going through this
module continues to be enriched and maintains the size 32× 32× 128.

Fig. 2. The architecture of C.ReLu (a) and inception module (b).

After that, an attention mechanism is applied called Bottleneck Attention
Module (BAM) which is shown in Fig. 3. This module provides an attention
map with separate channels and spatial branches.

Fig. 3. The architecture of Bottleneck Attention Module [15].

The processing of BAM can be expressed as follows:

M(F ) = σ(Mc(F ) +Mc(F )), (1)
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where Mc(F ) is the channel attention, Ms(F ) is the spatial attention, is a
sigmoid function.
The channel attention branch uses global average pooling on input feature map
F and generates a channel vector Fc of size C × 1× 1. Then, estimate attention
across channels using a multi-layer perceptron (MLP) with one hidden layer.
The hidden activation size is set to c

r × 1× 1 with r is the reduction ratio. The
end is a batch normalization (BN) layer.

Mc(F ) = BN(MLP (AvgPool(F ))), (2)

The spatial attention branch uses 1× 1 convolution (f3) to compress the feature
map F (C ×H ×W ) across the channel dimension. Thus, the feature map F is
reduced to C

r (r is reduction ratio, it’s the same as the channel attention branch).
As a next step, this branch applies two 3×3 dilated convolutions (f2, f1) to take
advantage of contextual information. Then the feature map was further reduced
to 1×H ×W using 1× 1 convolution (f0) and a batch normalization layer was
also used at the end of the branch.

Ms(F ) = BN(f1×1
3 (f3×3

2 (f3×3
1 (f1×1

0 (F ))))) (3)

Finally, the two branches are extended to CxHxW and combined using element-
wise summation operation. Furthermore, a sigmoid function is applied to produce
the attention map. BAM only increases the learning capacity of the network and
maintains the dimension of the feature map.
In the final stage of the extraction module, four conventional convolutions with
1 × 1 and 3 × 3 kernel sizes are used to further reduce the dimension and in-
crease the number of channels of the feature map. Specifically, the first and third
convolutions use 1× 1 kernel size with 128 channels, the second and fourth con-
volutions use 3 × 3 kernel size with 256 channels. As a result, the final feature
map is generated with size 8×8×256 this shows that the feature map is reduced
by four times, and the number of channels is increased by two times from 128
to 256.

3.2 Detection module

This module consists of two detectors to detect eyes at different scales. Each
detector uses two 3× 3 sibling convolutions for classification and bounding box
regression. These two detectors are applied on the last two feature maps in the
feature extraction module (at 16× 16 and 8× 8 feature maps). A set of square
anchors of different sizes are used to localize the eyes in the input image. The
proposed network uses five square anchors of which four (16, 24, 32, 40) are
for small and medium eyes on 16 × 16 and one (48) for large eyes on 8 × 8
feature maps. The output of this module is a four-dimensional vector (x, y, w, h)
as the position offset and a two-dimensional vector (eye or non eye) as the label
classification. Where (x, y) is the coordinate of the center point, w is the width
and h is the height of the bounding box.
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3.3 Loss function

The loss function in this paper comprises the loss from two tasks, classification
and bounding box regression. In this case, the softmax loss function is used
for classification and smooth L1 loss is used for regression. The loss function is
defined as follows:

L(pi, ti) =
1

Ncls

∑
i

Lcls (pi, p
∗
i ) + λ

1

Nreg

∑
i

p∗iLreg (ti, t
∗
i ) , (4)

Where Lcls (pi, p
∗
i ) is the classification loss using the softmax loss defined as in

Eq. (5), Lreg (ti, t
∗
i ) is regression loss, Lreg (ti, t

∗
i ) = H(ti − t∗i ) and H is the

smooth L1 loss defined as in Eq. (6), i is the index of an anchor bounding box,
pi is the predicted score of anchor i being an object, p∗i is ground truth label
and p∗i = 1 (the anchor is positive) or p∗i = 0 (the anchor is negative). ti is the
coordinates predicted bounding box and t∗i is the coordinates of ground truth
bounding box. Ncls is normalized by the mini-batch size, Nreg is normalized by
the number of anchor locations, λ is balancing parameter and it is assigned by
10.
The softmax loss function:

Lcls (pi, p
∗
i ) = −

∑
i∈Pos

xp
i log (pi)−

∑
i∈Neg

log
(
p0i
)
, (5)

Where xp
i = {0, 1} is indicator for matching the i − th anchor bounding box

to ground truth bounding box of category p, p0i is the probability for non eye
classification.
The smooth L1 loss:

H(x) =

{
0.5x2 if |x| < 1

|x| − 0.5 otherwise
(6)

4 Experiments

4.1 Dataset preparation

Besides designing a CNN network architecture for eye detection, this work also
proposes datasets for training and evaluating eye detection under low-illumination
based on BioID Face [1] and Yale Face Dataset B [7] (YALEB) datasets. Specif-
ically, 1,521 gray-scale images with 384 × 286 pixels resolution were selected
from the BioID Face dataset. The images show the front view of 23 different
people. From the eye’s center coordinates, a square bounding box of size 36×36
is generated using Python code. The total number of labeled bounding boxes
is 3,042. For the YALEB dataset, a set of 2,679 images with different lighting
conditions and head poses were randomly selected and annotated manually us-
ing the LabelImg tool. The total number of labels assigned is 5,358 labels. The
datasets are divided into 80% for training and 20% for evaluation. Table 1 shows
detailed proposed datasets for eye location detection under low-illumination.



Title Suppressed Due to Excessive Length 7

Table 1. The proposed datasets for eye location detection under low-illumination.

Dataset Image size Format Images Annotations

BioID Face 384× 286 PGM 1,521 3,042

YALEB 256× 256 JPG 2,679 5,358

4.2 Experimental setup

The proposed network is implemented by the Pytorch framework. The network
was trained with 300 epochs and evaluated on a GeForce GTX 1080Ti GPU, 32
GB of RAM. It applies some training configuration like a batch size = 16, weight
decay = 5.104, momentum = 0.9. The learning rate is initially set to 10−3. The
stochastic Gradient Descent technique is used to optimize the weight during the
back-propagation stage. The Non Maximum Suppression algorithm was applied
with a threshold of 0.5.

4.3 Experimental result

The eye detection network is trained and evaluated on two datasets, BioID Face
and YALEB. In order to make a fair comparison with other CNN network archi-
tectures, this work also implemented similar experiments with FaceBoxes [25],
SSD [9] and several variants of the proposed eye detection network. As a re-
sult, this network achieved Average Precision (AP) up to 99.71% and 99.37% on
YALEB and BioID Face datasets, respectively. This result shows that the pro-
posed network outperforms other mobile networks under the same experimental
conditions with only 780,383 network parameters. This study also replaces dif-
ferent attention modules to evaluate the eye detection ability of the network.
The proposed method with Bottleneck Attention Module (BAM) also achieved
the highest performance compared with network variants using Squeeze-and-
Excitation (SE) [8], Convolutional Block Attention Module (CBAM) [21], and
Triple Attention Module (TAM) [11] with a network parameter that is insignif-
icantly larger. Table 2 shows the comparison result of eye detection network on
two datasets with different CNN architectures. The several qualitative results
of the eye detection network on BioID Face and YALEB datasets are shown in
Fig. 4. However, under low light or uneven illumination conditions, the network
may incorrectly detect several surrounding objects (pictures, shirt button) or
the part on the face (mouth, lips) because they are similar in shape and color
to the eyes, as shown in Fig. 5.

4.4 Ablation study

This study evaluates the effectiveness of the modules in the eye detection net-
work by several ablation studies on the YALEB dataset shown in Table 3. This
experiment removes the Inception Module and the Bottleneck Attention Mod-
ule, respectively, and then compares the results with the proposed network. The
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Fig. 4. The qualitative results of the eye detection network on the BioID Face and
YALEB datasets. The first two rows are the BioID Face dataset and the second two
rows are the YALEB dataset.
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Fig. 5. The mistake results of the eye detection network on the BioID Face and YALEB
datasets. The first two rows are the BioID Face dataset and the second two rows are
the YALEB dataset.
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Table 2. Comparison result of eye detection network on two datasets. SE presents the
Squeeze-and-Excitation, CBAM presents the Convolutional Block Attention Module,
and TAM presents the Triple Attention Module. The red color is the best competitor.

Model Number of paprameters Average Precision (%)
BioID Face YALEB

Mobile architectures

FaceBoxes 844,610 98.23 99.70

SSD300 23,745,908 90.90 90.90

SSD512 23,745,908 90.80 90.00

Our architectures

Proposed 780,383 99.37 99.71

Our (SE) 778,110 96.31 99.56

Our (CBAM) 780,394 96.55 99.07

Our (TAM) 776,226 98.18 95.63

results show that, when removing the Inception Module and using only the Bot-
tleneck Attention Module, the network parameters decreased by 37,792 param-
eters and the AP decreased by 1.14%. When using only the Inception Module
and removing Bottleneck Attention Module, the network parameters and AP
only decreased by 4,457 parameters and 0.28%, respectively. Thus, the Bottle-
neck Attention Module plays an important role in improving the efficiency of
eye position detection.

Table 3. Ablation studies on the YALEB dataset.

Module Network

Inception Module D D
Bottleneck Attention Module D D

Parameter 742,591 775,926 780,383

Average Precision (%) 98.57 99.43 99.71

5 Conclusion

This paper presents a convolutional neural network design for eye detection. The
proposed network consists of two main modules: feature extraction and detection.
Feature extraction module exploited the advantage of convolution, C.ReLu, max
pooling layers, inception, and Bottleneck Attention Modules to extract multi-
scale feature maps. Based on the extracted feature maps, the detection module
learns and locates the eyes using square anchor boxes. The network is trained
and evaluated on two datasets YALEB and BioID Face with low or uneven illu-
mination image sets. It scored 99.71% and 99.37% of AP on YALEB and BioID
Face, respectively. In the future, this network will be developed and integrated
into the drowsiness alert system for night operating conditions.
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