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Abstract. Spatial attention has been widely used to improve the
performance of convolutional neural networks. However, it has cer-
tain limitations. In this paper, we propose a new perspective on the
effectiveness of spatial attention, which is that the spatial attention
mechanism essentially solves the problem of convolutional kernel
parameter sharing. However, the information contained in the at-
tention map generated by spatial attention is not sufficient for
large-size convolutional kernels. Therefore, we propose a novel at-
tention mechanism called Receptive-Field Attention (RFA). Exist-
ing spatial attention, such as Convolutional Block Attention Mod-
ule (CBAM) and Coordinated Attention (CA) focus only on spatial
features, which does not fully address the problem of convolutional
kernel parameter sharing. In contrast, RFA not only focuses on the
receptive-field spatial feature but also provides effective attention
weights for large-size convolutional kernels. The Receptive-Field
Attention convolutional operation (RFAConv), developed by RFA,
represents a new approach to replace the standard convolution
operation. It offers nearly negligible increment of computational
cost and parameters, while significantly improving network per-
formance. We conducted a series of experiments on ImageNet-1k,
COCO, and VOC datasets to demonstrate the superiority of our
approach. Of particular importance, we believe that it is time to
shift focus from spatial features to receptive-field spatial features
for current spatial attention mechanisms. In this way, we can fur-
ther improve network performance and achieve even better results.
The code and pre-trained models for the relevant tasks can be
found at https://github.com/Liuchen1997/RFAConv.

1 Introduction

Convolutional neural networks [1, 2] have dramatically re-
duced the computational overhead and complexity of models
by using the convolutional operation with shared parameters.
Driven by classical networks, such as LeNet [3], AlexNet [4],
and VGG [5], convolutional neural networks have now estab-
lished a complete system and formed advanced convolutional
neural network models [6, 7, 8, 9, 10]. After carefully studying
the convolutional operation, we gained inspiration. For clas-
sification, object detection, and semantic segmentation tasks,
on one hand, the shape, size, color, and distribution of ob-
jects in different locations in the image are variable. However,
during the convolutional operation, the convolutional kernel
uses the same parameters in each receptive field to extract
information, which does not consider the differential informa-
tion from different locations. So the performance of the net-
work is limited, as demonstrated by recent works [11, 12, 13].
On the other hand, the convolutional process does not take
into account the significance of each feature, which further re-
duces the efficiency of the extraction features and ultimately
restricts the performance of the model. In addition, the at-
tention mechanism [14, 15, 16] enables the model to concen-
trate on significant features, which can enhance the benefits

of feature extraction and the ability of convolutional neural
networks to capture detailed feature information.

By examining the intrinsic limitations of convolutional op-
erations and the properties of attention mechanisms, we assert
that while the current spatial attention mechanism has fun-
damentally addressed the issue of parameter sharing in con-
volutional operations, but it remains restricted to the recog-
nition of spatial features. The current spatial attention mech-
anism does not fully address the parameter sharing problem
for larger convolutional kernels. Furthermore, they are un-
able to emphasize the significance of each feature in the re-
ceptive field, such as the existing Convolutional Block Atten-
tion Module (CBAM) [17] and Coordinate Attention (CA)
[18]. Consequently, we propose a novel receptive-field atten-
tion (RFA) that comprehensively addresses the issue of pa-
rameter sharing for convolutional kernels and takes into ac-
count the significance of each feature in the receptive field.
The RFA-designed convolutional operation (RFAConv) is a
groundbreaking method that can replace standard convolu-
tional operations in current neural networks. With only a
few additional parameters and computational overhead, RFA-
Conv enhances network performance. Numerous experiments
conduct on ImagNet-1k [19], COCO [20], and VOC [21] have
demonstrated the efficacy of RFAConv. As an attention-based
convolutional operation, RFAConv outperforms CAMConv,
CBAMConv, CAConv (constructed by CAM [17], CBAM,
and CA, respectively), as well as the standard convolutional
operation. Moreover, to address the issue of slow to extract
receptive field features for current methods, we propose a
lightweight operation. During the construction of RFAConv,
we also design an upgraded version of CBAM and CA and
conduct relevant experiments. We assert that spatial atten-
tion mechanisms should focus on receptive-field spatial fea-
tures to further advance their development and enhance the
advantages of convolutional neural networks.

2 Related Works

2.1 Convolutional neural network architecture

The convolutional operation, which serves as a basic opera-
tion in convolutional neural networks, has led the develop-
ment of many advanced network mode, such as vehicle de-
tection [22], UAV images [23], medicine [24], etc. He et al.
[25] suggested that as the depth of the network increases, the
model becomes harder to train and may experience a degrada-
tion phenomenon. To address this issue, they proposed to use
residual connections to revolutionize the design of network.
Huang et al. [26] improved feature information by reusing fea-
tures to address the issue of network gradient disappearance.
After conducting a thorough study on convolutional opera-
tions, Dai et al. [27] claimed that the convolutional operation
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with a fixed sampling position can restrict the performance
of the network to a certain extent. So, they proposed De-
formable Conv, which alters the sampling positions of con-
volutional kernels by learning offsets. Building upon this ap-
proach, Deformable Conv V2 [28], and Deformable Conv V3
[29] were subsequently developed to further enhance the per-
formance of convolutional networks. Zhang et al. [30] observed
that group convolution could decrease the number of param-
eters and computational overhead of the model, however, in-
sufficient interaction between information within the group
can adversely affect the final network performance. Although
the 1×1 convolution can interact with information, it will
bring more parameters and computational overhead, so they
proposed the parameter-free Channel Shuffle operation to in-
teract with the information between groups. Ma et al. [31]
discovered that models with few parameters do not always
result in faster inference times, and similarly, small compu-
tational effort does not guarantee quick performance. After
careful study, they proposed the ShuffleNet V2. The YOLO
[32] object detection network divided the input image into a
grid to predict the location and class of objects. As research
has progressed, eight versions of object detectors based on
YOLO have been proposed, such as YOLOv5 [33], YOLOv7
[34], YOLOv8 [35], etc. While the previously-mentioned con-
volutional neural network architectures have achieved signif-
icant success, they do not directly address the problem of
parameter sharing during the feature extraction process. Our
work focuses on utilizing the attention mechanism to tackle
the problem of convolutional parameter sharing from a fresh
perspective.

2.2 Attention Mechanism

Attention mechanism, as a technique to improve the perfor-
mance of network models, allows models to focus on key fea-
tures. The theory of attention mechanism has now estab-
lished a complete and mature system in the field of deep
learning. Hu et al. [36] proposed a Squeeze-and-Excitation
(SE) block to obtain the weights corresponding to each chan-
nel. This is achieved by compressing features to aggregate
global channel information. Wang et al. [37] asserted that
the correspondence between individual channels and weights
is indirect when the SE interacts with information. There-
fore, they designed the Efficient Channel Attention (ECA)
by replacing the Fully Connected (FC) layer in the SE with
a one-dimensional convolution of adaptive kernel size. Woo
et al. [17] proposed the Convolutional Block Attention Mod-
ule (CBAM), which combines channel attention and spatial
attention. As a plug-and-play module, it can be embedded
into convolutional neural networks to enhance network per-
formance. Although SE and CBAM have allowed the network
to achieve good performance, Hou et al. [18] found that the
compressing feature in SE and CBAM lost too much infor-
mation. Therefore, they proposed the lightweight coordinate
attention (CA) to solve this problem. Fu et al. [38] designed
a spatial attention module and a channel attention module
to extend Fully Convolutional Networks (FCN) for modeling
semantic interdependencies in the spatial and channel dimen-
sions, respectively. Zhang et al. [39] generated feature maps at
different scales on channels to build a more efficient channel
attention mechanism. This paper introduces a new approach
to address the issue of parameter sharing in standard convolu-
tional operations. Our proposal involves combining attention

mechanisms to create convolutional operations. Although ex-
isting attention mechanisms have demonstrated good perfor-
mance, they do not specifically target the spatial features of
receptive fields. To tackle this limitation, we developed RFA-
Conv with non-shared parameters to improve performance of
the network.

3 Methods

3.1 Reviewing Standard Convolutional Operation

The standard convolutional operation serves as the funda-
mental building block for constructing convolutional neural
networks. It utilizes sliding windows with shared parameters
to extract feature information and overcome the inherent is-
sues of neural networks constructed with fully connected lay-
ers, such as a large number of parameters and high computa-
tional overhead. Let X ∈ RC×H×W denote the input feature
maps, where C, H, and W represent the number of channels,
height, and width of the feature map, respectively. To clearly
demonstrate the feature extraction process through convolu-
tional kernels, we use the example of C = 1. The convolutional
operation to extract feature information from each receptive
field slider can be expressed as follows:

F1 = X11 ×K1 +X12 ×K2 +X13 ×K3 + ...+X1S ×KS

F2 = X21 ×K1 +X22 ×K2 +X23 ×K3 + ...+X2S ×KS

...

FN = XN1 ×K1 +XN2 ×K2 +XN3 ×K3 + ...+XNS ×KS

(1)

Here, Fi represents the value obtained by each convolu-
tional slider after computation, Xi represents the pixel value
at the corresponding position within each slider, K represents
the convolutional kernel, S denotes the number of parameters
in the convolutional kernel, and N represents the total num-
ber of the receptive-field slider. As Shown in Figrue 1, K is
a 3×3 convolutional kernel and S is 9. Moreover, there are a
total of 16 receptive-field sliders in the Figrue 1. For simplic-
ity of representation, we just draw three receptive-field slid-
ers. It can be seen that features at the same position within
each slider share the same parameter Ki. Therefore, the stan-
dard convolutional operation fails to capture the difference in
information brought by different positions, which ultimately
limits the performance of the convolutional neural network to
a certain extent.

3.2 Reviewing Spatial Attention

Currently, the spatial attention mechanism uses the attention
map obtained through learning to highlight the importance
of each feature. Similar to the previous section, C=1 is taken
as an example. The spatial attention mechanism highlighting
key features can be expressed simply as follows:

F1 = X1 ×A1

F2 = X2 ×A2

...

FN = XN × AN

(2)

Here, Fi represents the value obtained after the weighting
operation. Xi and Ai represent the values of the input fea-
ture map and the learned attention map at different posi-
tions, respectively, N is the product of the height and width
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Fig. 1. It simply represents a 3×3 convolution operation. The features are obtained by multiplying the convolution kernel with a
receptive-field slider of the same size and then summing.

of the input feature map, which represents the total number
of pixel values. In general, the whole process can be simply
represented in Fig. 2.

Fig. 2. The original feature map highlights the key features by
learned attention map. This process of highlighting is the Re-
weight (×) operation.

3.3 Spatial Attention and Standard Convolutional
Operation

As it is widely recognized, incorporating attention mecha-
nisms into convolutional neural networks can enhance their
performance. After a careful study of the standard convo-
lution operation and the existing spatial attention mecha-
nism, we argue that the spatial attention mechanism effec-
tively overcomes the inherent limitation of convolutional neu-
ral networks, which is parameter sharing. Currently, the most
commonly used kernel sizes in convolutional neural networks
are 1 × 1 and 3 × 3. The convolutional operation for extract-
ing features after introducing the spatial attention mechanism
is either a 1 × 1 or a 3 × 3 convolutional operation. To in-
tuitively show the process, the spatial attention mechanism
is inserted into the front of the 1 × 1 convolutional opera-
tion. Through the attention map to weigh operation the in-
put feature map (Re-weight ”×”), finally, the slider feature
information of the receptive-field is extracted through 1 ×

1 convolution operation. The overall process can be simply

represented as follows:

F1 = X1 × A1 ×K

F2 = X2 × A2 ×K

...

FN = XN ×AN ×K

(3)

Here, the convolution kernel K represents only one param-
eter value. If we take the value of Ai×K as a new convolution
kernel parameter, the interesting thing is that the problem of
parameter sharing in the extraction of features by 1×1 con-
volution operations is solved. As shown in Fig. 3, it visualizes
the combination of a 1×1 convolutional kernel and a spatial
attention mechanism. This combination essentially solves the
problem of parameter sharing. Specifically, the output fea-

Fig. 3. The convolutional kernel parameter Ki obtained by mul-
tiplying the attentional weight Ai with the convolutional ker-
nel parameter K is different in each receptive-field slider, i.e.,
Kernel1 6= Kernel2 6= Kernel3 6= ... 6= KernelN .
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F1 = X11 ×A11 ×K1 +X12 × A12 ×K2 +X13 × A13 ×K3 + ...+X19 × A19 ×K9

F2 = X21 ×A21 ×K1 +X22 × A22 ×K2 +X23 × A23 ×K3 + ...+X29 × A29 ×K9

...

FN = XN1 × AN1 ×K1 +XN2 × AN2 ×K2 +XN3 × AN3 ×K3 + ...+XN9 × AN9 ×K9

(4)

Fig. 4. It is obvious that there is an overlap of features in each receptive-field slider, which leads to the problem of sharing of attentional
weights across sliders.

tures are obtained by multiplying the receptive-field slider,
the attention weights and the 1×1 convolutional kernel pa-
rameters. In contrast to Fig. 1, if the product of the attention
weights and the convolution kernel parameters is treated as a
new convolution parameter, then the convolution parameter
in each receptive field are different and not shared. However,
when the spatial attention mechanism is inserted in front of
the 3×3 convolutional operation, it will be limited. As men-
tioned above, if we take the value of Ai ×K as a new convo-
lution kernel parameter, the Equation (4) completely solves
the problem of parameter sharing for large-scale convolutional
kernels. As shown in the Fig. 4, it represents the process in
which the input features are weighted by spatial attention and
then operated by a 3×3 convolution. If the product of the at-
tention weight corresponding to the receptive-field slider and
the convolution kernel is taken as the convolution parameter,
then the problem of convolution parameter sharing is solved.
However, the most important point is that the convolutional
kernel will share some of the features when it extracts features
in each receptive field slider. In other words, there will be an
overlap within each receptive-field slider, and when spatial at-
tention is weighted, the size of the attention map is the same
as the size of the input features, so the attention weights are
shared in the sense field slider.

After careful analysis will find that A12 = A21, A13 =
A22, A15 = A24, .... In this case, the weights of the spatial
attention map are shared across each sliding window. As a
result, the spatial attention mechanism cannot effectively ad-
dress the problem of parameter sharing for large-scale con-
volutional kernels, such as the 3×3 convolution, because it
does not consider the spatial features of the entire receptive

field. Consequently, the effectiveness of the spatial attention
mechanism is limited.

3.4 Innovating Spatial Attention and Standard
Convolutional Operation

RFA is proposed to address the limitations of the existing
spatial attention mechanism and provides an innovative so-
lution to spatial processing. Drawing inspiration from RFA,
a series of spatial attention mechanisms have been developed
that can further enhance the performance of convolutional
neural networks. RFA can be considered as a lightweight
plug-and-play module, and the convolutional operation
(RFAConv) designed by RFA can replace the standard
convolution to improve the performance of convolutional
neural networks.The spatial attention mechanism can solve
the problem of convolutional parameter sharing by focusing
on the receptive-field spatial feature, which is the direction
for upgrading the existing spatial attention. The performance
can be improved by combining the upgraded spatial features
with the convolutional operation. So, we predict that the
combination of spatial attention mechanisms and standard
convolution operations will continue to evolve and lead to
new breakthroughs in the future.

Receptive-Field Spatial Feature: In order to better un-
derstand the concept of receptive-field spatial feature, We will
provide the relevant definition. The receptive-field spatial fea-
ture is specifically designed for convolutional kernels and is
dynamically generated based on the kernel size. As shown in
Fig. 5, the 3×3 convolutional kernel is used as an example.
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Fig. 5. The receptive-field spatial features are obtained by trans-
forming the spatial features.

In Figure 5, the ”Spatial Feature” refers to the original fea-
ture map. The ”Receptive-Field Spatial Feature” is the fea-
ture map transformed by spatial features, which is composed
of non-overlapping sliding windows. Each 3×3 size window in
the receptive-field spatial feature represents a receptive-field
slider.
Rceptive-Filed Attention Convolution (RFAConv):

Regarding the receptive-field spatial feature, we propose
receptive-field attention (RFA). This approach not only em-
phasizes the significance of different features within the recep-
tive field slider, but also prioritizes the receptive-field spatial
feature. Through this method, the problem of convolution
kernel parameter sharing is completely solved. The receptive-
field spatial features are dynamically generated depending on
the size of the convolution kernel, therefore, The RFA is a
fixed combination of convolution and cannot be separated
from the help of convolution operations, which simultane-
ously rely on RFA to improve performance, so we propose
receptive-field attention convolution (RFAConv). The overall
structure of RFAConv with a 3×3 size convolutional kernel
is shown in Fig. 7. As one of the popular frameworks in the
field of deep learning, Pytorch provides the Unfold method
to extract receptive-field spatial features. The detailed struc-
ture is shown in Fig. 6, which extracts 3×3 receptive-field
spatial features. Let input X ∈ RC×H×W , after the Unfold
method, its dimension becomes 9C×H×W. Where C, H, and

Fig. 6. In the figure, it shows in detail an example of extracting
3×3 receptive-field spatial features by the Unfold method. For the
convenience of display, we set the step size to 3.

W represent the number of channels, height and width of
input. Although Unfold is able to extract receptive-field spa-
tial features by parameterless way, it is slow. Therefore, in
RFAConv, we utilize a fast method to extract receptive-field
spatial features, i.e., Group Conv. As mentioned in the previ-
ous section, each 3×3 size window in the receptive-field spa-
tial feature represents a receptive-field slider when the 3×3
convolution kernel is used to extract features. However, after
using fast Group Conv to extract the receptive-field features,
original features are mapped into new features. This method
is fast and more efficient than the original Unfold method. As
shown in Table 1, experiments based on the YOLOv5n and
VisDrone dataset [40] demonstrate it. It can be seen that
RFAConv based on GroupConv obtains good performance
while training 300 epochs requires less training time than the
Unfold method. Morefore, we need to explain that the Unfold
method is parameterless, while in the Table 1, it can be seen
that the number of parameters required for the GroupConv-
based method is the same as for the Unfold method. Because
we use a lightweight approach to interacting information in
receptive-field.

Recent research has shown that interacting information can
enhance network performance, as demonstrated in [41, 42, 43].
Similarly, for RFAConv, interacting receptive-field feature in-
formation to learn the attention map can enhance network
performance. However, interacting with each receptive-field
feature can result in additional computational overhead,so to
minimize computational overhead and number of parameters,
the AvgPool is utilized to aggregate the global information of
each receptive-field feature. Then, a 1×1 group convolutional
operation is used to interact information. Finally, we use soft-
max to emphasize the significance of each feature within the
receptive-field feature. In general, the calculation of RFA can
be expressed as:

F = Softmax(g1×1(AvgPool(X)))×ReLU(Norm(gk×k(X)))

= Arf × Frf

(5)

Here, gi×i represents a grouping convolution of size i × i,
k represents the size of the convolution kernel, Norm stands
for normalization, X represents the input feature maps, F
is obtained by multiplying the attention map Arf with the
transformed receptive-field spatial feature Frf . Unlike CBAM
and CA, RFA is capable of generating attention maps for each
receptive-field feature. The performance of convolutional neu-
ral networks is limited by the standard convolutional opera-
tions due to the fact that the convolution operation relies on
shared parameters and is not sensitive to differences in in-
formation brought about by positional variations. However,
RFAConv can completely address this issue by emphasizing
the significance of different features within the receptive field
slider and prioritizing the receptive-field spatial feature.

The feature map obtained through RFA is the receptive-
field spatial feature, which does not overlap after ”Adjust
Shape”. Therefore, the learned attention map aggregate the
feature information of each receptive field slider. In other
words, the attention map is no longer shared within each
receptive-field slider. This completely compensates for the
shortcomings of the existing CA and CBAM attention mecha-
nisms. RFA provides significant benefits to the standard con-
volution kernel. However, after adjusting shape, the features
are k times in height and width, requiring a k × k convolu-
tion operation with a stride = k to extract feature informa-
tion. The convolution operation RFAConv designed by RFA
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Fig. 7. The detailed structure of RFAConv, which dynamically determines the importance of each feature in the receptive-field and
solves the problem of parameters sharing.

Methods mAP50(%) mAP(%) FLOPS(G) Param(M) Training Time (Hours)

YOLOv5n 26.43 13.66 4.3 1.78 6.81

YOLOv5n + RFAConv (Unfold) 27.43 14.22 4.6 1.85 10.42

YOLOv5n + RFAConv (GroupConv) 27.58 14.36 4.7 1.85 7.37

Table 1. Object detection experiments based on YOLOv5n and VisDrone datasets to illustrate the advantages of RFAConv built on
GroupConv.

brings good gains for convolution, and it innovates the stan-
dard convolution.

Furthermore, We assert that existing spatial attention
mechanisms, such as CBAM [17] and CA [18], should prior-
itize receptive field spatial features to improve network per-
formance. As is well-known, the network model based on the
self-attention mechanism [44, 45, 46] has achieved great suc-
cess, because it solves the problem of convolution parame-
ter sharing and models long-distance information. However,
the self-attention mechanism also introduces significant com-
putational overhead and complexity to the model. We ar-
gue that directing the attention of existing spatial attention
mechanisms to the receptive-field spatial feature can solve the
problems of parameter sharing and modeling of long-range
information in a way similar to self-attention. This approach
requires significantly fewer parameters and computational re-
sources than self-attention. The answers are as follows:

(1) The combination of the spatial attention mechanism,
which focuses on the receptive-field spatial feature, with con-
volution eliminates the problem of convolution parameter
sharing. (2) The current spatial attention mechanism already
considers long-distance information and can obtain global in-
formation through global average pooling or global maximum

pooling, which explicitly takes into account long-range infor-
mation.

Therefore, we design new CBAM and CA models called
RFCBAM and RFCA, which focus on the receptive-field spa-
tial feature. Similar to RFA, the final convolution operation
of k × k with stride = k is used to extract the feature infor-
mation. The specific structure of these two new convolution
methods, as shown in Fig. 8, we call these two new convolu-
tion operations RFCBAMConv and RFCAConv. Comparing
the original CBAM, We use SE attention to replace CAM in
RFCBAM. Because this can reduce computational overhead.
Moreover in RFCBAM, channel and spatial attention are not
performed in separate steps. Instead, they are weighted si-
multaneously, allowing the attention map obtained for each
channel to be different.

4 Experiments and Discussions

To verify the effectiveness of our method, we perform clas-
sification, object detection and semantic segmentation ex-
periments. The equipment for all experiments are based
on RTX3090. In the classification experiments, we use four
RTX3090 to train the model in parallel.
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Fig. 8. Detailed structure of RFCAConv and RFCBAMConv, which focus on receptive-field spatial features. Comparing the original
CBAM, We use SE attention to replace CAM in RFCBAM. Because, this can reduce computational overhead.

Layer Name Output Size Resnet18 Resnet34

Conv1 112 × 112

Layer1 56 × 56

[

NewConv 3× 3
Conv 3× 3

]

× 2

[

NewConv 3× 3
Conv 3× 3

]

× 3

Layer2 28 × 28

[

NewConv 3× 3
Conv 3× 3

]

× 2

[

NewConv 3× 3
Conv 3× 3

]

× 4

Layer3 14 × 14

[

NewConv 3× 3
Conv 3× 3

]

× 2

[

NewConv 3× 3
Conv 3× 3

]

× 6

Layer4 7 × 7

[

NewConv 3× 3
Conv 3× 3

]

× 2

[

NewConv 3× 3
Conv 3× 3

]

× 3

1 × 1 AvgPool 1000-d

Table 2. The Resnet18 and Resnet34 are construct by the new convolution operation.

4.1 Classification experiments on ImageNet-1k

We perform experiments to validate our method on the
ImageNet-1k, which contains a number of 1281167 training
sets and 50000 validation sets. Similar to RFAConv, we con-
struct CBAMConv and CAConv by combining the CBAM
and CA, respectively, with an additional 3 × 3 convolution
layer at the end of the CBAM and CA modules. We also
compare the CAMConv, which is constructed using the chan-
nel attention mechanism CAM [17]. we evaluate in ResNet18,
ResNet34. Specifically, RFAConv, CBAMConv, CAConv, and
CAMConv are used to replace (r) the first convolutional layer
of BasicBlock in ResNet18 and ResNet34, respectively. In gen-
eral, the new convolution is structured as shown in Table 2.

The NewConv in Table 2 represents the convolution
mode constructed by the attention mechanism. For CAConv,
CBAMConv, and CAMConv, it can be considered that CA,
CBAM, and CAM are added before the first layer of convolu-
tion in BasicBlock. In the image classification experiments, we
train 100 epochs for each model with batch-size of 128. The
learning rate start from 0.1 and decrease every 30 epochs,
0.1 times each time. In experiments, we follow most of the
previous work and report the accuracy for TOP1 and TOP5,
respectively. Table 3 shows the results produced by different
networks on the ImageNet-1K validation set. It is clear that

replacing the 3×3 convolutional operation with RFAConv sig-
nificantly improves the recognition results. Compared to the
baseline models RestNet18 and ResNet34 , the network con-
structed by RFAConv achieves the best recognition results
at the cost of only a small increase in parameters and com-
putational overhead. Such as ResNet18 constructed based on
RFAConv only adds 0.16 M parameters and 0.09 G compu-
tational overhead over the original model, and increases the
accuracy by 1.64% and 1.24% on TOP1 and TOP5, respec-
tively.

Moreover, as we mentioned earlier, spatial attention can
be enhanced again by focusing on receptive-field spatial fea-
tures. Therefore, we design RFCBAMConv and RFCAConv,
which are improvements of CBAM and CA. In order to verify
their advantages, we conduct experiments based on ResNet18
and report the relevant data in Table 4. It is obvious that
RFCBAMConv and RFCAConv achieve better recognition
accuracy, compared with CBAMConv and CAConv in Ta-
ble 3. Most importantly, they also significantly improve per-
formance at the cost of only a small increase in parameters
and computational overhead. This is a strong demonstration
that spatial attention can be improved by placing attention
into the receptive-field spatial features. It fully demonstrates
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Models FLOPS(G) Param(M) Top1(%) Top5(%)

Resnet18 1.82 11.69 69.59 89.05

+ CAMConv(r) 1.83 11.75 70.76 89.74

+ CBAMConv(r) 1.83 11.75 69.38 89.12

+ CAConv(r) 1.83 11.74 70.58 89.59

+ RFAConv(r) 1.91 11.85 71.23 90.29

Resnet34 3.68 21.80 73.33 91.37

+ CAMConv(r) 3.68 21.93 74.03 91.69

+ CBAMConv(r) 3.68 21.93 72.95 91.26

+ CAConv(r) 3.68 21.91 73.76 91.68

+ RFAConv(r) 3.84 22.16 74.25 92.03

Table 3. Classification results on ImageNet-1K using the Resnet18
and Resnet34. The different convolutional operation constructed
by the attention mechanism is compared.

that spatial attention can be improved by placing attention
into the receptive-field spatial features.

Models FLOPS(G) Param(M) Top1(%) Top5(%)

Resnet18 1.82 11.69 69.59 89.05

+ RFCBAMConv(r) 1.90 11.88 72.15 90.71

+ RFCAConv(r) 1.92 11.89 72.01 90.64

Table 4. RFCBAMConv and RFCAConv improve the perfor-
mance of CBAMConv and CAConv. The table shows that the
classification accuracy is significantly improved on ImageNet-1k.

All classification experiments clearly demonstrate the sig-
nificant advantages of our methods, because RFAConv,
RFCBAMConv, and RFCAConv completely address the
problem of convolution kernel parameter sharing. Moreover, it
is worth noting that RFCBAMConv and RFCAConv outper-
form RFAConv, because they not only solve the problem of
convolution kernel parameter sharing but also consider long-
distance information through global pooling.

Moreover, to provide a more intuitive analysis, as with the
most work, we use the Grad-CAM [47] algorithm for visualiza-
tion. Grad-CAM highlights the regions of interest of different
networks for a particular class of objects. To some extent, it is
possible to see how the networks utilize the features. We ran-
domly selected some images in the validation set of ImageNet-
1K and visualized the results of the networks constructed
with different attention convolutions based on ResNet18 sepa-
rately. As shown in the Fig. 9, compared with other attention
convolutions, our RFAConv can help the network to better
recognize and highlight the key regions of objects.

We also use Grad-CAM to visualize ResNet18 constructed
by CBAMConv, RFCBAMConv, CAConv, and RFCAConv.
RFCBAM is obtained by improving the attention of CBAM
by putting it into the recepitve-field spatial feature. Similarly,
RFCA is obtained by CA after the same method. As shown
in Fig. 10, the improved RFCA and RFCBAM can help the
network to better recognize and highlight the key regions of
objects after combining with the convolution operation.

Fig. 9. Each network is built on ResNet18 based on attention con-
volution, and the construction process is shown in Table 2. We use
Grad-CAM as our visualization tool to visualize networks without
the last layer of classifiers. Compared to other attention convolu-
tion methods, our RFAConv can help the network to better rec-
ognize and highlight the key regions of objects

Fig. 10.We put the attention of CBAM and CA into the receptive-
field spatial features and improve them to obtain RFCBAM and
RFCA. Then RFCBAMConv and RFCAConv are constructed by
the same method as RFA. As in Fig. 10, we visualize the differ-
ent networks separately. Obviously, compared to CBAMConv and
CAConv, the improved obtained RFCBAMConv and CAConv can
help the network to better recognize and highlight the key regions
of objects.

4.2 Object detection experiments on COCO2017

We conduct object detection experiments on COCO2017 to
re-evaluate our methods. COCO2017 contains 118287 train-
ing sets and 5000 verification sets. We select YOLOv5n,
YOLOv7-tiny, and YOLOv8n models to perform a series of
experiments. All parameters except for epoch and batch-size
are set to the default values. We train each model for 300
epochs with a batch-size of 32. To be similar in classification,
we replace some convolution operation in the baseline model
with novel convolution operations constructed using atten-
tion mechanisms. Specifically, we replace all 3×3 convolution
operations in the yaml files for YOLOv5 and YOLOv8 us-
ing attention convolution. And for YOLOv7, we replace the
first 3×3 convolution operation in all ELAN [34] in the back-
bone. Following the previous work, we report AP50, AP75,
AP , APS , APM and APL separately. Moreover, in order to
better display the performance of different networks, we chose
the training process of YOLOv5n for visualization. We visu-
alize how the AP50 changes with the number of iterations.
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Models FLOPS(G) Param(M) AP50(%) AP75(%) AP(%) APS(%) APM (%) APL(%) Time(ms)

YOLOv5n 4.5 1.8 45.6 28.9 27.5 13.5 31.5 35.9 4.4

+ CAMConv(r) 4.5 1.8 45.6 28.3 27.4 13.8 31.4 35.8 5.2

+ CBAMConv(r) 4.5 1.8 45.5 28.6 27.6 13.6 31.2 36.6 5.4

+ CAConv(r) 4.5 1.8 46.2 29.2 28.1 14.3 32 36.6 4.8

+ RFAConv(r) 4.7 1.9 47.3 30.6 29 14.8 33.4 37.4 5.3

YOLOv7-tiny 13.7 6.2 53.8 38.3 35.9 19.9 39.4 48.8 6.8

+ RFAConv(r) 14.1 6.3 55.1 40.1 37.1 20.9 41.1 50 8.4

YOLOv8n 8.7 3.1 51.9 39.7 36.4 18.4 40.1 52 4.2

+ CAMConv(r) 8.8 3.1 51.6 39 36.2 18 39.9 51.2 4.5

+ CBAMConv(r) 8.8 3.1 51.5 39.6 36.3 18.3 40.1 51.5 4.6

+ CAConv(r) 8.8 3.1 52.1 39.9 36.7 17.8 40.3 51.6 4.3

+ RFAConv(r) 9.0 3.2 53.4 41.1 37.7 18.9 41.8 52.7 4.5

+ RFCAConv(r) 9.1 3.2 53.9 41.7 38.2 19.7 42.3 53.5 4.7

Table 5.Object detection AP50, AP75,AP ,APS ,APM , and APL on the COCO2017 validation sets. We adopt the YOLOv5n, YOLOv7-
tiny, and YOLOv8n detection framework and replace the original convolution with the novel convolutioanl operation constructed by
attention mechanism.

The experimental results are shown in Table 5 and Fig. 11.
When RFAConv is used to replace some convolution, the net-
work achieved significantly improved detection results with
only a small increase in the number of parameters and com-
putational overhead. Compared to other attention, RFA still
brings considerable benefits to the detection network. In some
experiments, we once again verify the effectiveness of RFCA,
which exhibits better performance of convolutional operation
compared to the original CA. Time represents the total time
spent processing an image during validation. It can be clearly
seen that the model constructed with the novel convolutioanl
operation has an increase in time for processing a image.
Therefore, if real-time is pursued, the number of replacement
convolutions should not be too many.

Fig. 11. The AP50 change during training for the different
YOLOv5n constructed by attention convolution.

4.3 Object detection experiments on VOC7+12

In order to validate our method again, we select the VOC7+12
dataset for experiments. VOC7+12 is a mixture of VOC2007
and VOC2012, with a total of 16551 training sets and 4952

verification sets. Similar to the experiments on COCO2017,
we conduct experiments on advanced detection models such
as YOLOv5n, YOLOv5s, YOLOv7-tiny, and YOLOv8n. All
hyperparameter settings and network structure are the same
as in the previous section.

Following most of the work, we also report mAP. As shown
in Table 6. As with the previously obtained conclusions, in
all experiments, after we replace some of the convolution op-
erations in the network using RFAConv, the network gained
significant improvement by adding only a small number of
parameters and computational overhead. Meanwhile, RFA
obtains an outstanding performance compared to other at-
tentions. Moreover, in some experiments, in some experi-
ments, we similarly experiment with networks constructed
by RFCBAMConv and RFCAConv. The results again vali-
date their advantages. Also compared with CBAMConv and
CAConv, they still obtained better results.

4.4 Semantic segmentation experiments on
VOC2012

In order to validate the advantages of our method again, we
conduct semantic segmentation experiments on the VOC2012
dataset, selecting DeepLabplusV3 [48] and the backbone net-
work Resnet18 to conduct related experiments. The pre-
training weights of each backbone network are obtained in
the ImageNet-1k experiment. We report the results for out-
puts at two different step sizes, 8 and 16, respectively. In the
experiment, we found that the semantic segmentation net-
work constructed by RFAConv achieved better results than
the original model, but compared to CAConv, CAMConv,
the performance of RFAConv is not good. After thinking,
we assert that RFAConv lacks consideration for long-distance
information, while semantic segmentation tasks rely on long-
distance information. CAConv, CAMConv and CBAMConv
capture long range information by global averaging pool-
ing to obtain global information. Although CBAMConv pro-
duce poor results for semantic segmentation, the improved
RFCBAM obtain the good performance. This again demon-
strates that spatial attention can again improve network per-
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Models FLOPS(G) Param(M) mAP(%) Time(ms)

YOLOv5n 4.2 1.7 41.5 2.7

+ CAMConv(r) 4.2 1.7 41.4 2.9

+ CBAMConv(r) 4.3 1.7 41.9 3

+ CAConv(r) 4.3 1.7 42.4 3

+ RFAConv(r) 4.5 1.8 43.3 3

YOLOv5s 15.9 7.1 48.9 3

+ CAMConv(r) 16 7.1 48.5 3.5

+ CBAMConv(r) 16 7.1 49 3.7

+ CAConv(r) 16.1 7.1 49.6 3.1

+ RFAConv(r) 16.4 7.2 50 5.1

+ RFCBAMConv(r) 16.4 7.2 50.1 3.9

+ RFCAConv(r) 16.6 7.2 51 4.4

YOLOv7-tiny 13.2 6.1 50.2 5

+ CAMConv(r) 13.2 6.1 50.3 5.4

+ CBAMConv(r) 13.2 6.1 50.1 5.4

+ CAConv(r) 13.2 6.1 50.5 5.4

+ RFAConv(r) 13.6 6.1 50.6 7.5

YOLOv8n 8.1 3 53.5 3

+ CAMConv(r) 8.1 3 52.8 3.1

+ CBAMConv(r) 8.2 3 53.3 3.1

+ CAConv(r) 8.2 3 53.8 2.9

+ RFAConv(r) 8.4 3.1 54 3.2

Table 6. Object detection mAP50 and mAP on the VOC7+12
validation set.

formance through our approach, which simply requires mak-
ing spatial attention attend to the receptive-field spatial fea-
ture.

4.5 Discussions

As all the experiments have shown, RFAConv serves as an
alternative to standard convolution, bringing significant im-
provements to classification, target detection, and semantic
segmentation visual tasks at the cost of a small increase in
parameters and computational effort. As shown in the clas-
sification visualization in Fig. 9 and Fig. 10, networks built
based on RFAConv are able to better focus on important
information and features. This is due to the fact that RFA
takes into account the receptive-field spatial features and is
able to highlight the importance of each feature within the
receptive-field, while combining it with convolution to turn
it into a non-parametric shared convolution operation. Also
as mentioned earlier, increasing the focus of CA and CBAM
to the receptive-field spatial feature can again improve per-
formance. Thus RFCBAM,RFCA was designed by us to sig-
nificantly improve the network performance. What is clear is
that RFAConv is advantageous but not outstanding in seman-
tic segmentation tasks. We think it is that the design of RFA
does not take long range information into account. As Hou
et al.[18] argued, semantic segmentation relies on long range
information. In contrast to RFA, RFCBAM and RFCA take
into account the receptive-field spatial features and consider
long range information through maximum pooling and aver-
age pooling. So they obtain outstanding performance in every

Backbone Stride MIOU(%)

Resnet18 8 58.9

+ CAMConv(r) 8 60.9

+ CBAMConv(r) 8 59.3

+ CAConv(r) 8 62.1

+ RFAConv(r) 8 60.8

+ RFCBAMConv(r) 8 62.1

+ RFCAConv(r) 8 63.9

Resnet18 16 64.6

+ CAMConv(r) 16 65.5

+ CBAMConv(r) 16 63.6

+ CAConv(r) 16 66.6

+ RFAConv(r) 16 65.4

+ RFCBAMConv(r) 16 67.7

+ RFCAConv(r) 16 68.0

Table 7. Results of experiments comparing different the novel
convolutional operation based on DeepLabPlusV3.

visual task. By carefully analyzing RFAConv, RFCBAMConv
and RFCAConv, our task can put some existing spatial at-
tention into the receptive field to enhance its performance.

5 Conclusion

By analyzing the standard convolution and spatial attention,
we conclude that spatial attention mechanisms address the
problem of parameter sharing and have the advantage of con-
sidering long-distance information. However, the performance
of the spatial attention mechanism is limited for the large-size
convolution kernel. To address this issue, we propose a novel
attention mechanism called RFA and devise a novel convolu-
tion operation, which further improves network performance.
We also emphasize the importance of directing attention to
the receptive-field spatial feature to enhance network perfor-
mance. Through extensive experiments, we demonstrate the
effectiveness and advanced nature of our approach. Going for-
ward, we hope that more and more spatial attention mech-
anisms will adopt our proposed approach to further improve
performance, and we also hope that the novel convolution
method will be widely adopted to enhance network perfor-
mance.
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