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Abstract- Stereo matching is the key problem in many stereo 
vison based 3D applications. One of the factors make local stereo 
matching time-consuming is that every pixel has the same 
disparity range as the pre-set one, which should be larger than all 
possible disparities. An improper pre-set disparity range may lead 
to redundant computation for some pixels and inadequate 
computation for some others. In this paper, we propose an 
accurate and fast local stereo matching method, which employs 
fine disparity estimation and adaptive cost aggregation. The main 
contributions of our work include two parts. Firstly, we use phase-
based correlation to estimate an initial disparity range for block 
center pixels. Secondly, we estimate a more limited disparity range 
for every in-block pixel according to its support weight to the block 
center pixel. Our disparity estimation and block matching 
techniques can not only reduce the disparity searching range for 
every pixel, but also can eliminate some pseudo match pairs. Four 
standard Middlebury stereo image pairs are tested to evaluate the 
performance of the proposed algorithm. Experimental results 
show that the proposed algorithm can reduce the matching time 
by 37.4% on average with relatively higher accuracy compared to 
traditional method. 

 Keywords—dense stereo matching; block matching; disparity 
estimation; phase-based correlation 

I. INTRODUCTION 
Stereo matching is one of the most important branches in 

both computer vision and machine vision. Applications of stereo 
matching are active in the fields such as 3D shape 
measurement[1, 2], vehicle automatic navigation[3], 3D 
reconstruction[4, 5], and target tracking[6], etc. Problems of low 
surface texture, repetitive surface texture, and fuzzy color make 
dense stereo matching always a challenging problem. Beyond 
that, the amount of computation in stereo matching directly 
relates to camera resolution, complexity of matching algorithm, 
and the searching range for exact disparity, etc.  

Dense stereo matching algorithms can be classified into local 
methods and global methods. Global methods[7-9] aim to 
minimize an optimized energy cost function with every pixel 
contributing to the one to be matched with a specific weight. 
Multi-iterations and high resolution of the source image pair 
make global methods computational-complex and time-

consuming. However, global methods are usually more accurate 
than local ones. 

Local methods employ the adjacent pixel-information to find 
the most similar correspondence in target image for the center 
pixel in the reference image. The process can be summarized 
into four steps. Namely, cost computation, cost aggregation, 
disparity selection and optimization, disparity refinement. To 
eliminate the edge-blurring problem, almost all recent local 
matching methods focus on ASW (Adaptive Support Weight) 
cost aggregation. Bilateral filter[10] and guided filter[11] are 
two typical edge-preserving filtering methods. Recent stereo 
matching with ASW can be classified into bilateral weight based 
methods[12-15] and guided filter weight based methods[16-19], 
etc. Beyond that, Asmaa et al.[20] first proposed the so-called 
geodesic support weight basing on the geodesic distance. But the 
matching accuracy is a little bit worse than bilateral weight and 
guided filter weight[21]. The generality of these algorithms is 
that the cost aggregation is regarded as filtering on the cost-
volume[16]. In other words, every pixel in the reference image 
has the same disparity range, which leads to a mass of redundant 
computation in cost computation step.  

In this paper, we propose a new matching strategy that is 
different from all local stereo matching methods. Firstly, 
disparity range for block center pixel is estimated by phase-
based correlation[22]. Secondly, disparity range for every in-
block pixel is limited according to its support weight to the block 
center pixel. During the process, we adopt ASW, Winner-Takes-
All[23], and left-right consistency checking[17] to obtain the 
initial disparity map. Finally, we adopt weighted median 
filter[24] to refine the disparity map. Experimental results show 
that our method can obtain the state-of-art dense disparity map 
with quite short time. 

The remainder of this paper is organized as follows: The 
proposed disparity range estimation and block matching 
techniques are introduced in Section II. In Section III, we present 
the detailed matching process. Some experiment results and 
discussions are reported in Section IV. Finally, conclusions are 
drawn in Section V. 
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II. PROPOSED DISPARITY ESTIMATION STRATEGY 

A. Phase-based correlation 
For traditional local stereo matching, a three dimensional 

disparity space image (DSI) is firstly established in the cost 
computation step. The height of DSI is the maximum disparity 
for the whole image pair. The length and width of DSI are the 
number of columns and number of rows, respectively. 
Therefore, every pixel in the reference image is computed for  
times if the maximum disparity is . For a raw image pair, the 
maximum disparity is unknown, an improper disparity range 
may lead to redundant or inadequate cost computation. 

 

Fig. 1. Phase-based correlation. (a) Raw image pair. (b) Down sampled image 
pair from (a) with rate . (c) Fourier transform of (b). (d) Normalized cross 
power spectrum of (c). (e) Inverse Fourier transform of (d). 

Therefore, phase-based correlation is introduced to estimate 
a proper disparity range for a raw image pair in following. For a 
two dimensional image , its translational transform 

 in spatial domain can be expressed as: 

  (1)

Where  is the displacement vector in image 
coordinate. After Fourier transform of the two images, the 
spatial displacements then correspond to phase differences in the 
Fourier frequency domain. 

  (2)

Where  and  are the Fourier transform of 
 and , repectively.  is the corresponding 

phase shifting vector. Then the normalized cross power 
spectrum is computed by: 

 (3) 

Where  indicates the complex conjugate. Then doing 
inverse Fourier transform for , a two dimensional 
Dirichlet function  with peak value 

can be obtained. Therefore, the peak coordinate 
 indicates the displacements in spatial domain. Fig.1 

shows a schematic use of phase-based correlation for raw image 
disparity range estimation in the proposed algorithm.  

B. Block Matching 
For a rectified image pair, only horizontal displacements 

exist in image plane due to epipolar line constraint. One pixel in 
reference image only need to be matched with someone on the 
same row in the target image. Fig.2 shows the principle of 
disparity range estimation for block center matching by phase-
based correlation method. Firstly, the reference image is divided 
into small blocks (e.g. ,pixel size of 11  in Fig.2). By doing 
phase-based correlation for the raw stereo image pair, an 
approximate disparity  is acquired. Then, the estimated 
disparity range  for the block center pixel is set by setting 
two empirical upper bound  and lower bound . 
Thirdly, the block center is matched within the estimated 
disparity range. Assuming the in-block pixels have similar 
disparities to the obtained disparity of the block center, each in-
block pixel is furthermore given a more limited disparity range 
according to its similarity to the center pixel.  

 

Fig. 2. Block matching with estimated disparity range. 

Disparity range estimation method for each in-block pixel is 
shown in Fig. , e.g., setting an empirical step value , the 
half interval value of the disparity range is a product of some 
ratio  and . In the proposed algorithm,  is set to be 6. 
The in-block disparity range is determined by the following 
equations: 

  (4)

  (5)

  (6)

Where  denotes the block center pixel, and  denotes the 
in-block pixel. In equation (4),  is ASW coefficient, which 
is computed by equation (10) in Section III-B. The thresholds 
for  are set by experimental optimization, which do not need 
to be accurate because they are just set for estimating a more 
limited disparity range for every in-block pixel.  is the 
disparity of , which is achieved by block center matching 



introduced above.  and denote the higher bound 
and lower bound of the limited disparity range of , respectively. 
Fig.3(d) shows that the proposed algorithm can limit the 
disparity range for each in-block pixel effectively, which gives 
a significant evidence for the effectiveness of the proposed 
algorithm. 

  

Fig. 3. In-block disparity range estimation. (a) A small block of left image of 
Cones. (b) Weight coefficients of the block. (c) 3D effect of (b). (d) Limited 
disparity range of each in-block pixel. 

III.  MATCHING ALGORITHM WITH DISPARITY ESTIMATION 
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Fig. 4.  Schematic process of proposed matching algorithm. 

The proposed matching algorithm is an accurate and fast 
local stereo matching method. In this section, a detailed 
matching process is presented, which is based on fine disparity 
range estimation introduced in Section II. An overview of 
matching process is provided in Fig. 4. Firstly, we do phase-
based correlation on a down sampled image pair from the raw 
stereo image pair. Secondly, we do block matching on the raw 
stereo image pair.  

In details, we first divide the reference image into several 
individual small blocks. The center of each block is matched 
with disparity range  following the steps of cost 
computation, ASW cost aggregation, and disparity selection 
described in below. Then, every in-block pixel of each block is 

matched with a specifically estimated range computed by 
equation (5) and (6) following the same steps. 

Finally, we use left-right consistency checking to detect the 
occluded pixels and employ weighted median filter to refine the 
disparity map. 

A. Cost computation 
A combined use of truncated intensity difference and 

truncated gradient difference is robust to photometric 
distortion[25]. 

 

 

(7)

Where  and  represent the reference image and 
target image, respectively.  represents a possible disparity 
value.  is the truncated intensity difference of pixel 

 in the reference image with disparity .  denotes the 
truncation value of intensity difference.  represents the 
intensity in the th channel of the reference image in RGB color 
space. Similarly,  represents the intensity of the target 
image.  

  (8)

Where index  denotes  direction or  direction. 
 is the truncated gradient difference of pixel  in 

the reference image with disparity .  denotes the truncation 
value of gradient difference in th direction.  and  
represent the absolute values of gradient in th direction of the 
gray-style reference image and target image, respectively. 

  (9)

Where  is the combined cost of pixel  with 
disparity , which is a weighted summation of absolute intensity 
difference in RGB color space, absolute gradient differences in 

 direction and  direction. The weight coefficients for the three 
parts are , , and , respectively. 

B. ASW Cost Aggregation 
As described in Section III-A, the cost of every pixel with an 

assigned disparity  can be computed. For local stereo 
matching, every pixel in the small support window is assumed 
to have the same disparity. To eliminate the problem of edge-
blurring due to this assumption. The in-window pixel that has 
the similar disparity to the center pixel should be given a larger 
weight coefficient, otherwise should be given a smaller weight 



coefficient. In the proposed algorithm, the weight coefficients 
are computed according to the spatial dissimilarity and intensity 
dissimilarity in CIE-Lab color space[26]. The gamut of CIE-Lab 
color space exceeds that of RGB color space. In addition, CIE-
Lab model is device independent. Therefore, it is reasonable to 
assume that the distance in CIE-Lab color space can represent 
the perceived color difference of two pixels[12]. 

  (10)

  (11)

Where  represents the Euclidean distance of the colors 
of center pixel  and adjacent in-window pixel  in Lab color 
space.  represents the spatial Euclidean distance of  and 

.  

Then, the aggregated correspondence cost for the window 
center pixel is expressed as: 

  (12)

Where  is the radius of the support window.  and  are 
the  coordinate and  coordinate of , repectively. 

C. Disparity Selection and Occlusion Detection 
The lowest aggregated correspondence cost within the 

estimated disparity range is chosen as the winner cost. The 
corresponding disparity value is regarded as the true disparity. 
Left image is first regarded as the reference image to match the 
right image following the above steps. Then the same procedure 
is repeated expect for regarding the right image as the reference 
image to match the left image. Then left-right consistency 
checking is implemented for the two raw disparity maps to 
obtain non-occluded disparity map of left image. The disparities 
of occluded pixels on left disparity map are assigned to zeros. 

D. Post Processing for Left Disparity Refinement 
The occluded pixels almost correspond to the shaded pixels 

in the right image. Since pixels of a nearer object to the stereo 
cameras have larger disparities than a farther one, the occluded 
pixels on the left disparity map are filled with the lower ones of 
their horizontal adjacent disparities. Weighted median filter is 
further used to eliminate the stretching effect caused above. The 
weight coefficients and the size of filtering kernel here are the 
same as the ones of ASW setting in the context. 

IV. EXPERIMENTS AND DISCUSSION 

 

Fig. 5. Experimental disparity maps of Cones, Teddy, Venus, and Tsukuba (From top to bottom). (a) The left image of the four standard image pairs. (b) Ground 
truths. (c) Raw ASW. (d) Proposed algorithm. (e) Error disparity maps of Raw ASW. (f) Error disparity maps of proposed algorithm.

   



A. Experiment setup and Evaluation methods  

TABLE I.  PARAMETER SETTING FOR RAW ASW AND PROPOSED 
ALGORITHM. 

Parameter      
Value 3 8 7 0.10 
Parameter     
Value 0.55 0.35 9.6 14.14 10/19 

 

We test four standard stereo image pairs from Middlebury 
Platform[27], i.e., Cones, Teddy, Venus, and Tsukuba, to verify 
the effectiveness of the proposed algorithm. Two groups of 
experiments are executed by C++ language on a normal Intel(R) 
Core(TM) i7-4710MQ CPU 2.50GHz laptop without any 
acceleration techniques. The only differences of the two groups 
are the use of the proposed disparity estimation and block 
matching techniques. We denote the comparative group as Raw 
ASW Matching in below. Parameters setting for experiments are 
listed in Table 1.  is set to 19 for Venus, and 10 for others. The 
other parameters remained the same in two groups.  is set to be 
larger than  because the image pairs are in alignment in  
direction.  is set to  to repress image noise. The other 
parameters are adjusted by experimental optimization with 
reference to[14, 18]. 

Both of the matching accuracy and computation time are 
compared to validate the performance of proposed algorithm. 
Each experimental disparity map is evaluated in three regions by 
setting an error threshold 1 compared to the ground truth. The 
three different regions are namely, non-occluded region (i.e., 
nooocc), disparity discontinuous region (i.e., disc), and all 
region for the whole image (i.e., all). 

 
 

(13)

Where  denotes the error rate of  region.  and 
 denote experimental disparity map and the corresponding 

ground truth, respectively.  denotes the number of pixels in 
 region. Here  can be nooocc, dics, or all. 

B. Performance and Discussion 
Experimental results of the two groups are presented in Fig 

5. Corresponding accuracy and computation time are shown in 
Table 2. Experimental results show that the proposed algorithm 
is superior to Raw ASW both in matching accuracy and 
matching efficiency. Especially for matching efficiency, the 
proposed algorithm reduces the average matching time of the 
four testing image pairs by about 37.4%. This is a universal 
result for local stereo matching, since almost all the local stereo 
matching methods follow the same steps as those in Raw ASW. 
Therefore, the proposed algorithm can be extended to other local 
stereo matching methods to get improvements in accuracy and 
matching efficiency. 

 

TABLE II.  EVALUATION RESULTS OF MATCHING ACCURACY(ERROR 
RATE) AND EFFICIENCY(COMPUTATION TIME) 

Algorithm Raw ASW Proposed 

Cones 

nooocc 0.02212 0.02210 
disc 0.49123 0.44069 
all 0.09255 0.09134 

time(s) 98.683 60.332 

Teddy 

nooocc 0.05447 0.05321 
disc 0.59693 0.55362 
all 0.14602 0.14374 

time(s) 95.986 62.694 

Venus 

nooocc 0.00544 0.00548 
disc 0.21323 0.16068 
all 0.01379 0.01336 

time(s) 178.456 107.096 

Tsukuba 

nooocc 0.01473 0.01465 
disc 0.16992 0.16239 
all 0.02379 0.02314 

time(s) 21.650 16.942 

Average 

nooocc 0.02419 0.02386 
disc 0.36783 0.32935 
all 0.06904 0.06789 

time(s) 98.694 61.766 

 

Fig. 6. Error rates of proposed algorithm in three different regions. 

There are mainly two contributions of the proposed 
algorithm. The effects of local stereo matching on texture 
lacking or periodic texture regions are relatively poor in spite of 
state-of-art algorithm than that on texture unrepeatable regions. 
With the help of disparity range estimation by phase-based 
correlation and the block matching method, some foregoing 
block center pixels are first matched. Then every in-block pixel 
is matched within a more limited disparity range, which can 
restrain the above problem partly. On the other hand, once a 
reliable disparity of block center pixel is obtained, every in-
block pixel gets a specific disparity range. As described in 
Section III, a higher weight coefficient indicates a more similar 
disparity to the disparity of the center pixel. In other words, if 
the weight coefficient of one in-block pixel is much higher, a 
much more limited disparity range will be assigned to. 



Therefore, the amount of computation for every pixel to be 
matched is reduced. 

Furthermore, to give an intuitional evaluation of the 
accuracy performance, Fig.6 plots the error rates in three 
different regions. We can see that the matching error in disc 
regions is comparatively higher than nooocc region. e.g., 
matching error in disc region is over 10 times than nooocc region 
for Teddy. While the matching error in disc region does not 
directly relate to the performance of matching algorithm, which 
is mainly due to the performance of post processing algorithm. 
Therefore, the low matching error in nooocc region gives a 
convincing explanation of the good accuracy performance of the 
proposed algorithm. 

V. CONCLUSION  
In this paper, we propose a new local stereo matching 

method for rectified image pair using adaptive support weight. 
Main innovation of the proposed stereo matching algorithm is 
that the disparity range for every pixel is limited due to the fine 
disparity estimation of the raw image pair and block matching 
techniques. Phased-based correlation method is used to estimate 
the disparity range for block center pixels, firstly. Then, the 
disparity range of every in-block pixel is limited according to the 
support weight coefficient and the disparity of the matched block 
center pixel. Experimental results show that the proposed 
algorithm is superior to the traditional ASW matching method 
both in accuracy and computation efficiency. It is worth 
mentioning that the proposed algorithm decreases the average 
matching time by 37.4% of four standard Middlebury stereo 
image pairs compared to traditional method. 
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