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Abstract This paper deals with Korean-English bilingual

videotext recognition for news headline generation. Because

videotext contains semantic content information, it can be

effectively used for understanding videos. Despite its use-

fulness, it is a challengeable task to apply text recognition

technologies to practical video applications because of the

computational complexity and recognition accuracy. In this

paper, we propose a novel Korean-English bilingual video-

text recognition method to overcome the computational

complexity as well as achieve comparable recognition

accuracy. To recognize both Korean and English characters

effectively, the proposed method employs an elaborate split-

merge strategy in which the split segments are merged into

characters using the recognition scores. Moreover, it avoids

unnecessary computation using geometric features such as

squareness and internal gap, and thus its computational

overhead is remarkably reduced. Therefore, the proposed

method is successfully employed in generating news head-

lines. The effectiveness and efficiency of the proposed

method are verified by extensive experiments on a chal-

lenging database containing 51,290 text images (176,884

characters).

Keywords Korean-English videotext recognition ·

Content-based video retrieval · News headline generation ·

Split-merge strategy · Video OCR

1 Introduction

With recent advances in digital broadcasting and internet

technologies, smart TV which integrates the internet into

digital TV set-top boxes has become increasingly popular.

It allows viewers to search and find digital videos, photos,

and other contents on the web or stored on a local hard

drive. Thus, it is very important to analyze and index such

media for better understanding of contents. The related

research issues are automatic annotation, indexing, sum-

marization, and retrieval of digital videos. The chief goal

of the research is to index video data efficiently, make it a

well-structured media form, and provide viewers with

intelligent content-based browsing and retrieval functions.

During the past decade, a lot of great results in content-

based video indexing and retrieval have been achieved by

researchers [1–20]. Dimitrova et al. [3] introduced key

technologies and applications for video-content analysis and

retrieval. They addressed basic technologies for content-

based video management based on user’s needs. Above all,

they introduced several enterprise and consumer domain

applications. The enterprise applications were professional

and educational ones made by broadcasting companies and

content providers. The consumer domain applications were

mainly related to the content-based video management

technologies developed at Philips Electronics such as Vita-

min and Video Scout [4, 5]. Kim et al. [6] presented a news

video summarization method based on multi-modal analysis

of contents. The proposed method employed closed caption

(CC) data and speech signals in audio stream. The speech

signals were utilized to align and synchronize the CC data

with the video in a time line. In addition, semantic highlights

were created by the CC data and described in a multilevel

structure using the MPEG-7 summarization description

scheme (DS). They also introduced the summary generator
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and video browser which could retrieve video clips by

inputting text query. Merialdo et al. [7] presented an auto-

matic construction method of personalized TV news

programs, which could provide predefined duration and

maximum content value to a specific user. In this method,

video indexing and information filtering techniques were

efficiently combined to select stories which were most ade-

quate given the user profile. Their contribution was to create

the customized program with a predefined duration that had

been specified by each user based on user preference.

Liu et al. [8] presented an advanced content-based news

video browsing and retrieval system (NewsBR), which

provided users with high-accuracy news story segmenta-

tion and topic generation of each news item. For the high

accuracy story segmentation of news videos, silence clips

were detected and successfully combined with shot

boundary detection results. Thus, the NewsBR system was

helpful for users to understand news videos quickly.

In this study, we also aim to index and annotate

broadcast news videos to provide users with intelligent

services. Because users generally want to preview the main

topics of news items and quickly decide what they want to

view in more detail, headline generation in news videos is

required. Videotexts are very useful for generating news

headlines because they contain semantic information and

summarize each news item concisely. However, videotext

images often contain overlapping and touching characters

as shown in Fig. 1. As can be seen, touching parts of text

images appear in the red dotted circles. The touching parts

have bad effects on the recognition rate. In general, they

are mainly caused by the character degradation and stroke

distortion from lossy video compression. Thus, accurate

character separation is required for successfully recogniz-

ing videotexts.

Videotext recognition, i.e., video optical character rec-

ognition (OCR), was first introduced by the Sato et al. [16,

17]. In the methods, a simple pattern-matching technique

was used to recognize videotexts. Text images were nor-

malized in size and converted into a blurred gray-scale

image to make the recognition robust to changes in thick-

ness and position. Then, the normalized gray-scale images

were matched and identified with reference patterns using a

correlation metric. Chang et al. proposed a prototype

classification method for efficient training of support vector

machine (SVM) [18]. Because SVM was extremely slow in

the training process when the number of target classes was

large, the candidate classes for SVM were selected by

K-means clustering in the proposed prototype classification

method. Thus, this method reduced the number of binary

classification problems and made it possible to use SVM

for large-scale character recognition. Lee and Kim [19]

proposed a complementary combination method of two

recognition methods: a holistic-based recognition and a

component-based recognition. The holistic-based recogni-

tion method employed the global shape information of a

character image, while the component-based recognition

method used a detailed local shape of each text segment. In

this method, the two recognition methods were elaborately

combined to improve the recognition accuracy of video-

texts. Park et al. [21] proposed a recognition method for

Korean characters in outdoor scenes. This method utilized

a minimum distance classifier with a shape-based statistical

feature for character recognition.

Mostwork on videotext recognition utilized a commercial

OCR to perform recognition [20–30]. Thus, they were

mainly focused on improving text segmentation, i.e., two-

level thresholding, before the recognition by an OCR mod-

ule. Even if many commercial OCR systems worked well on

good-quality scanned documents under controlled condi-

tions, there were limits to the recognition of videotexts. The

commercial OCR systems were usually trained by text

images with high quality, however, most videotext images

had low resolution because of the loss of high-frequency

components caused by lossy video compression [19, 22].

Actually, videotext images had different properties from the

characters of scanned documents including large stroke

distortion, font variation, and variable size. In addition, in the

case of multilingual texts, the computational complexity is

dramatically increased because the number of target classes

becomes very large. Therefore, we need an effective multi-

lingual videotext recognition method considering the

computational complexity and recognition accuracy. In this

paper, we propose a novel Korean-English bilingual video-

text recognition method to improve both the computational

complexity and recognition accuracy. The overall process of

the proposed method is illustrated in the block diagram of

Fig. 2. As shown in the figure, the proposed method is

comprised of four main modules: special-character filtering,

character separation, character recognition, and character

refinement. The proposed method employs an efficient split-

merge strategy which is very effective in separating and

recognizing the text images of news videos as well as pos-

sesses the capability of recognizing both Korean and English

characters. It avoids unnecessary computation using geo-

metric features such as squareness and internal gap, and thus

its computational overhead is remarkably reduced.

The rest of this paper is organized as follows. Section 2

describes the proposed videotext recognition method in

detail. In Sect. 3, experimental results are shown. Finally,

conclusions are made in Sect. 4.
Fig. 1 Examples of touching characters in videotext images. Left
English, right Korean. Touching parts appear in the red dotted circles
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2 Proposed method

The proposed videotext recognition method is comprised of

four main modules: special-character filtering, character

separation, character recognition, and character refinement.

The character separation module consists of character seg-

mentation andmerging processes and uses the feedback from

the recognition score of the character recognition module.

2.1 Special-character filtering

Before recognizing videotexts, predefined special charac-

ters are filtered using heuristic information from text

images. The predefined special characters are seven classes

of ( ) “ ‘ ° . ,. The seven classes often appear in news and

sports videos and have detrimental effects on the recogni-

tion rate. Thus, they should be handled before recognition.

The five classes of “ ‘ ° . , are classified by position

information as shown in Fig. 3. If the position of segments

is above the middle line in Fig. 4, the segments are clas-

sified as one of the three special-character classes: “ ‘ °. In
addition, if the position is below the middle line, the seg-

ments are classified as one of the two classes: . ,. Then, the

rest two special-character classes of ( ) which are paren-

theses, are classified using template matching. The

templates of the parentheses are generated by overlapping

training images into a gray-scale image as shown in Fig. 4.

2.2 Character separation

The next step is the character separation module which

is a combination of character segmentation and merging

(see Fig. 2). The proposed method employs a split-merge

strategy in which the split segments are merged into

characters using the recognition score obtained by the

character recognition module [15, 31]. In general, there are

several characters in input videotext images, and thus the

character separation module that decomposes the text

image into sub-images of individual characters is required.

The character separation module is very important

because the character separation performance significantly

affects the accuracy of character recognition. However, it is

not easy to separate characters accurately because most of

videotext images contain overlapping and touching parts

between two characters (see Fig. 1). Therefore, our char-

acter separation module uses the feedback from the

recognition score of the character recognition module.

Thus, when we finish the task of the character separation

module, both recognition and separation results are

obtained. The separation module employs the split-merge

strategy in which the split segments are merged into a

character. Thus, the pre-segmentation stage to segment the

Fig. 2 The overall process of

the proposed videotext

recognition method. The

proposed method is comprised

of four main processes: special-

character filtering, character

segmentation, character

merging, and character

refinement

Above the middle line

Under the middle line

Fig. 3 Handling special characters by position information

TTraining images Training imagesTemplate 
image

Template 
image

Fig. 4 Handling special characters by template matching
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input text image into several segments is needed as shown

in Fig. 5. In the proposed method, the nonlinear cutting

path method proposed by Tseng et al. [32] is used to

effectively segment the overlapping and touching charac-

ters. In this method, character string is regarded as a multi-

stage directed graph for generating nonlinear cutting paths

in videotext images. Observation score for each pixel and

transition score from the top pixels to the bottom pixels are

defined in advance. The less number of black pixels a

segmentation path passes and the more straight it is, the

higher score it gets.

Thus, possible paths from the top end to the bottom end of

the character string are selected using the Viterbi algorithm.

As shown in the figure, the nonlinear cutting path segments

overlapping parts and touching regions effectively.

2.3 Character recognition

The proposed method possesses the capability of recog-

nizing both Korean and English characters. Korean

characters are structurally more complex than English

characters, and the number of target classes in Korean is

incredibly more than that in English. Thus, the number of

target classes should be reduced for accurate recognition,

and thus type classification is required. As a result, our

character recognition module is composed of type classi-

fication, geometric-feature extraction, and character

classification (see Fig. 2). The goal of the type classifica-

tion is to solve the complexity problem caused by the

number of target classes. In our method, characters are

divided into small groups based on characteristics of

characters. As shown in Fig. 6, characters are classified into

seven types: six types of Korean characters and one type of

alphanumeric- and special-characters [33, 34]. In the fig-

ure, FC is the first consonant; VV is the vertical vowel; HV

is the horizontal vowel; and LC is the last consonant. To

classify the types of characters, the SVM classifier for

multi-class problem is employed. Thus, the seven SVM

machines are utilized to classify the types of characters and

we choose the class which has the maximum output from

the seven SVM machines. In the SVM classification, we

use the angular directional feature (ADF) as the feature for

classification [35]. ADF is obtained by calculating the

number of eight angular directions in a mesh window as

shown in Fig. 7.

As shown in the figure, feature dimension of the ADF is

total 288, i.e., 6 rows 9 6 columns 9 8 directions, and

angular direction α on each pixel (x, y) is determined by:

aðx;yÞ¼ tan�1
X

a;b

a � f ðxþa;yþbÞ;
X

a;b

b � f ðxþa;yþbÞ
 !

;

�w�1

2
�a;b�w�1

2
ð1Þ

where w is a small window; and a, b are x- and y- indexes
in w, respectively. The extracted ADF is also used for

character recognition. After classifying the type of char-

acters, geometric-feature extraction and character

classification procedures are sequentially performed. The

optimal segmentation path is determined by the two pro-

cedures. The two scores are calculated to determine the

optimal segmentation path from the two procedures. They

are the geometric score, SG, to estimate the likelihood of

being a character by geometric features and the recognition

score, SR, obtained by the character recognition process.

First, SG is computed using the two character evaluators,

the squareness (SQU) and the internal gap (GAP). The

SQU is determined by the following equation:

SQU ¼ MinðCW;CHÞ
MaxðCW;CHÞ ð2Þ

where CW and CH are the width and height of each

segment. The probability density function (PDF) of SQU, P
(SQU), is estimated from the videotext images using

Parzen windows [36]. The estimated PDFs of Korean and

English characters are shown in Fig. 8. The GAP means the

distance between two neighboring segments, and its

distribution, P(GAP), is also estimated by Parzen

windows. Then, SG is computed as follows:

SG ¼ kSQU � logðPðSQUÞÞ þ kGAP � logðPðGAPÞÞ ð3Þ
where λSQU and λGAP are weighting constants. If SG is low, the
segment is eliminated in the paths and not recognized. Thus,

the computational overhead of the recognition is reduced.

Next, SR is determined by computing the distance

between the recognition model and each segment. Based on

the extracted ADF, SR of each segment is obtained by the

linear discriminant analysis (LDA) [31, 37]. LDA is a

Fig. 5 Pre-segmentation results generated by nonlinear cutting paths

Fig. 6 The seven types of characters: six types of Korean characters

(Type 1–6) and 1 type of alphanumeric- and special-characters (Type
7). FC first consonant, VV vertical vowel, HV horizontal vowel, LC
last consonant
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classification method based on the Mahalanobis distance,

and assumes that covariance of each class is the same.

Thus, SR is obtained by the following equation [31]:

SR ¼ 2lT
i
R�1x� lT

i
R�1li þ 2 logPðciÞ ð4Þ

where x is a feature vector; ci is the ith class; μi is the mean

of the ith class; Σ is the covariance of the class; and P(ci) is
the prior probability of ci. The average recognition score SA
of each segment is represented by these two scores:

SA ¼ 1

N

XN

i¼1

Si ð5Þ

Si ¼ kG � SG þ kR � SR ð6Þ
where i andN denote the index and the number of characters;

kG and kR are constants; and Si, SG and SR denote the total,

geometric, and recognition scores of each character,

respectively. Thus, the optimal segmentation path is gener-

ated in the character merging process based on the average

recognition score SA as shown in Fig. 9. In the figure, the red

line is the optimal segmentation path and the blue dotted line

is eliminated paths because of the low geometric scores.

2.4 Character refinement

We get the labels and scores of the top ten recognition

candidates on the merged results after the character

merging process. Also, we obtain the language model

scores of the top ten recognition candidates using a lan-

guage model. The language model scores are combined

with the recognition scores on the top ten recognition

candidates to obtain the final recognition results, R´, as
follows:

R0 ¼ argMax
R

½logPðXjRÞ þ logPðRÞ� ð7Þ

where X = [x1, x2, …, xl] is the feature vector of the

merged results; R is the recognized character string by the

character recognition module; log P(X|R) is the average

recognition score of each character; and log P(R) is the

language model score. As shown in Fig. 10, we use the

word-based language model according to the language type

because the text string contains both Korean and English

words [38, 39].

3 Experimental results

To verify the effectiveness and efficiency of the proposed

method, extensive experiments are performed on a PC with

a Pentium IV 2.4 GHz and 2.00 GB memory using Visual

C++ 6.0 based on the Window XP operating system.

3.1 Construction of training and testing database

The ground truth database consists of news and sports videos

during the 3 months broadcasted in South Korea in 2005.

Fig. 7 Illustration of the ADF: a Mesh image. b One mesh (red arrows are directions of pixels). c Distribution of angular directions (black
numbers degree of eight directions, red numbers the number of each angular direction)

Fig. 8 The estimated PDFs of

squareness (SQU) by Parzen

windows. Left Korean
characters, right English
characters

J Real-Time Image Proc (2016) 11:167–177 171

123



The channels were KBS, MBC, SBS, CNN, BBC, and NBC.

Our experimental database contains 51,290 text images (i.e.,

176,884 characters) extracted from the news and sports

videos, and thus the database comprises a variety of cases,

including various texts with a wide spectrum of font-sizes

and poor quality, etc. In the database, 36,430 text images (i.

e., 125,636 characters) are for training and 14,860 text

images (i.e., 51,248 characters) for testing.

In the testing data sets, we get 14,803 text images (i.e.,

50,894 characters) from standard-definition television

(SDTV, 640 9 480) videos and 57 text images (i.e., 354

characters) from high-definition television (HDTV,

1,920 9 1,080) videos. We use a tool named the Binarizer
implemented by ourselves to manually or semi-automati-

cally collect the ground truth character boxes and their

attributes as shown in Fig. 11. The details of the file

structure for the ground truth database are given below.

The record of the file consists of seven fields: Label,

ImageID, StartX, StartY, EndX, EndY, and Order. Here,

the ImageID field stores the file name of the text image; the

StartX and StartY store x- and y- coordinates of the start

point, respectively; the EndX and EndY store x- and

y- coordinates of the end point, respectively; and the Order

stores the order of each character in a string. An example of

the file structure in the ground truth database is shown in

Table 1. In the Binarizer, there are two ways to get the

ground truth database. The first way is to create the char-

acter boxes and their attributes using a fully manual

method in the bottom left window of Fig. 11. In this way,

we draw a bounding box for each character in the clip by

dragging the mouse over the character area, and then enter

the information of each character such as label and order.

The second way is to generate the character boxes and their

attributes using a semi-automated method in the bottom left

window of Fig. 11. In this way, characters are automati-

cally separated from text images using the simple

projection profile analysis [40]. Thus, we only enter the

label field of each character for the ground truth database.

3.2 Performance evaluation of each module

Before evaluating the proposed method, we provide some

character separation and recognition results in Fig. 12. As

shown in the figure, there are two rows in each result: the

first row shows a text image and its separation results while

the second one shows the recognition result corresponding

to the text image. As can be seen, videotext images even

with overlapping and touching characters are successfully

decomposed into characters by the proposed method.

Moreover, the proposed method is very effective in rec-

ognizing videotext images with both Korean and English

characters.

In our method, there are four main modules for video-

text recognition: special-character filtering, character

separation, character recognition, and character refinement.

Because the special-character filtering module is the pre-

processing step for videotext recognition, the performances

of the other three modules (i.e., character separation, rec-

ognition, and refinement) are evaluated in the experiments.

In the experiments, the kernel for the multi-class SVM

classifier is the radial basis function (RBF) and the

parameters are determined by threefold cross validation

from the training data. In the character recognition module,

kG and kR of (6) are assigned to 0.3 and 5, respectively.

First, character separation results are measured in terms

of the character separation rate (CSR) which is defined as

follows:

CSR ¼ TS

T
ð8Þ

Fig. 9 Example of finding the

optimal segmentation path

Fig. 10 Character refinement using the language models of Korean

and English. LM language model
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where Ts denotes the number of characters separated cor-

rectly by the proposed method, and T denotes the total

number of characters. Table 2 lists the CSR of the proposed

method. As listed in the table, the CSR of the proposed

method is 99.1 %.

Second, we evaluate the performance of the seven-type

classification of characters in the character recognition

module. Table 3 lists the performance evaluation results of

the type classification. As can be seen, the total number of

target class elements is 1,077, and the number of Korean

characters is 1,000 ones among them. Here, the 1,000 ones

are frequently used about 99 % of texts in the news videos.

In Korean characters, the fourth type has the greatest

number and is approximately 47 % of total class elements.

The accuracy is evaluated as the relative frequency of the

correctly classified types as follows:

Accuracy ¼ Number of correctly classfied types

Number of characters
: ð9Þ

The average rate of the type classification is 99.6 %.

Notice that the accuracy of the sixth type is the lowest and

this is because the characters of the sixth type have the

most complex structure.

Third, the character recognition rate (CRR) of the

character recognition module is measured. The CRR is

defined as follows:

CRR ¼ Nr

N
ð10Þ

Fig. 11 The Binarizer to make

the ground truth database for

videotext recognition

Table 1 Example of the file structure in the ground truth database

Label ImageID StartX StartY EndX EndY Order

않 NewsHD-3_Text_03.bmp 15 11 82 64 1

습 NewsHD-3_Text_03.bmp 88 11 153 64 2

니 NewsHD-3_Text_03.bmp 162 11 219 64 3

다 NewsHD-3_Text_03.bmp 230 11 295 64 4

. NewsHD-3_Text_03.bmp 302 11 318 64 5

Fig. 12 Some character separation and recognition results of text

images. In each result, the first row shows a text image and its

separation results while the second one shows the recognition result

corresponding to the text image

J Real-Time Image Proc (2016) 11:167–177 173
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where Nr denotes the number of characters recognized

correctly by the proposed method, and N denotes the total

number of characters. Figure 13 shows the evaluation

results of the proposed character recognition method. As

shown in the figure, the CRR of the proposed method is

95.1 %. Notice that the accuracy of the fourth type is the

lowest and this seems to be due to the fact that the fourth

type has the greatest number of character elements among

the seven types. On the contrary, the sixth type is the

highest and this is because the sixth type has the smallest

number of class elements. Thus, the results show that the

more the number of class elements is, the lower the rec-

ognition rate is.

Fourth, we evaluate the performance by character

refinement. In the recognition results, most of recognition

errors appear in the confusing pairs with small-size char-

acters. It is because the shape ambiguity occurs in the case

of small-size characters due to the character degradation

and stroke distortion caused by video compression [19].

For example, there are “i” and “l”, “I” and “T”, “O” and

“D”, “면” and “연”, “설” and “실”, etc. Thus, the recog-

nition results are refined by the character refinement

module based on the language model, and some of the

recognition errors in confusing pairs are corrected.

Figure 14 shows the recognition rate according to the top K
candidates. The correct recognition result exists in the top

K candidates. As shown in the figure, the recognition rate

of the top ten candidates improves up to 98.9 %. That is, if

the language model is applied to the character recognition

results, the performance of the recognition rate can be

improved. Table 4 shows the evaluation of the CRR for the

intermediate results by each module in our method where

two intermediate results are obtained: the result of the

character separation and recognition, and the result after

the character refinement which corresponds to the final

result. As shown in the table, we improve the 1.1 % of the

recognition rate by the character refinement module based

on the language model.

3.3 Computational complexity

The proposed method has the merit of reducing computa-

tional complexity using geometric scores in the

recognition. When we find the optimal segmentation path,

the geometric scores including the squareness and internal

gap are calculated. The path which has the low geometric

score is eliminated in the recognition, and thus the com-

putational overhead of recognition is reduced. To verify the

efficiency in terms of the computational cost, we measure

the time it takes to recognize videotexts without and with

geometric scores, respectively. As shown in Table 5, the

average processing time of the proposed method is 54 ms

per character (ms/character) when geometric scores are

employed for the recognition. Such results indicate that the

Table 2 Evaluation results of character separation

Tr T CSR

Our method 175,221 176,884 0.991

Table 3 Evaluation results of type classification

Type 1st 2nd 3rd 4th 5th 6th 7th Total

Number 118 71 46 469 260 36 77 1,077

Accuracy 0.998 0.993 0.981 0.997 0.999 0.970 0.999 0.996

Fig. 13 Evaluation results of the character recognition (CRR
character recognition rate). Type 1–6 Korean characters. Type 7
English characters

Fig. 14 Recognition rate according to the top K candidates (K: 1–10).
The correct recognition result exists in the top K candidates

Table 4 CRR evaluation of intermediate results by each module

Character recognition and separation Character refinement

CRR 0.951 0.962

CRR character recognition rate
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geometric scores are able to improve 25.0 % (18 ms/

character) of the processing time without change of the

recognition rate. In this case, the recognition rate is the

same even after employing geometric scores.

3.4 Performance comparison

To see the recognition rates according to the resolution of

video frames, we evaluate the performance on the text

images from SDTV and HDTV videos, respectively. As

shown in Table 6, the CRR of text images from HDTV

videos is 98.3 and 2.3 % higher than that from SDTV

videos. It is because text images in HDTV videos contain a

comparatively small number of touching characters as

compared with those in SDTV videos. In addition, the

character degradation and stroke distortion caused by video

compression are less serious in HDTV videos because of

the high-resolution data. Furthermore, we compare the

proposed method with [19] in terms of the CRR and

computational time. Lee and Kim [19] has employed

complementary combination of holistic and component

analysis, and is one of the-state-of-the-art methods in the

Korean videotext recognition. For a fair comparison, we

test the two methods under the same circumstances, i.e., the

same training and testing databases. As listed in Table 7, the

proposed method produces nearly the same recognition rate

as [19] in terms of CRR (the difference is only 0.3%). Above

all, the proposed method remarkably reduces the computa-

tional time by up to 94.8% (994ms/character) in comparison

with [19]. Consequently, the experimental results demon-

strate that the proposed method is very effective in the

Korean-English bilingual videotext recognition in terms of

the recognition rate as well as computational complexity.

4 Conclusions

We have proposed a Korean-English bilingual videotext

recognition method for news headline generation based on

a split-merge strategy. Because special-characters have

negative effects on the recognition performance, they are

filtered before recognizing characters in the proposed

method. Also, the proposed method employs a novel split-

merge strategy for accurate character recognition. By the

split-merge strategy, the text images are decomposed into

several segments and the segments are merged into char-

acters based on recognition scores. The recognition results

are refined by the text refinement step based on the indi-

vidual word language model. The final average recognition

rate is 96.2 %, and thus our method is successfully applied

to news headline generation. Experimental results and their

analysis are reported in detail, thereby confirming that our

method is capable of efficiently recognizing videotexts in

news videos.

Although current character recognition method is suffi-

ciently good, it still leaves quite a room for improvement of

the recognition rate. In the future, we will continue

improving the character recognition module using newly

proposed classification technologies. In addition, we will

further investigate the recommendation methods based on

user preferences to provide personalized browsing and

retrieval services to users.

Acknowledgments The partial work reported in this paper was con-

ducted while the first author was with Samsung Electronics. The authors

are grateful to Prof. Jinhyung Kim and Mr. Kyutae Cho in KAIST for

their helpful discussion and the anonymous reviewers for their useful

comments. This work was supported by the National Natural Science

Foundation of China (Nos. 61050110144, 60803097, 60972148,

60971128, 60970066, 61072106, 61075041, 61003198, 61001206,

and 61077009), the National Research Foundation for the Doctoral

Program of Higher Education of China (No. 200807010003 and

20100203120005), the National Science and Technology Ministry of

China (Nos. 9140A07011810DZ0107 and 9140A07021010DZ0131),

the Key Project of Ministry of Education of China (No. 108115), and the

Fundamental Research Funds for the Central Universities (Nos.

JY10000902001, K50510020001, and JY10000902045).

Table 5 Computational time of the proposed videotext recognition

method

Without geometric scores With geometric scores

Time 72 54
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XP operating system. The unit of this test is ms per character

(ms/character)

Table 6 CRR evaluation of text images by SDTV and HDTV videos

SDTV HDTV

CRR 0.960 0.983

CRR character recognition rate

Table 7 Comparison between the proposed method and Ref. [19] in

terms of CRR and computational time

CRR Time

Proposed method 0.962 54

Ref. [19] 0.965 1,048

Experiments are performed on a PC with a Pentium IV 2.4 GHz and

2.00 GB memory using Visual C++ 6.0 based on the Window XP

operating system. The unit of this test is ms per character (ms/
character)

CRR character recognition rate
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