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Abstract—Automated fire detection is an active research topic
in computer vision. In this paper, we propose and analyze a
new method for identifying fire in videos. Computer vision-based
fire detection algorithms are usually applied in closed-circuit
television surveillance scenarios with controlled background. In
contrast, the proposed method can be applied not only to
surveillance but also to automatic video classification for retrieval
of fire catastrophes in databases of newscast content. In the
latter case, there are large variations in fire and background
characteristics depending on the video instance. The proposed
method analyzes the frame-to-frame changes of specific low-level
features describing potential fire regions. These features are color,
area size, surface coarseness, boundary roughness, and skewness
within estimated fire regions. Because of flickering and random
characteristics of fire, these features are powerful discriminants.
The behavioral change of each one of these features is evaluated,
and the results are then combined according to the Bayes classi-
fier for robust fire recognition. In addition, a priori knowledge of
fire events captured in videos is used to significantly improve
the classification results. For edited newscast videos, the fire
region is usually located in the center of the frames. This fact is
used to model the probability of occurrence of fire as a function
of the position. Experiments illustrated the applicability of the
method.

Index Terms—Fire detection, probabilistic pattern recognition,
video processing.

I. Introduction

AUTOMATED retrieval of events in newscast videos has
received great attention by the research community in

the last decade [1], [2]. This has been mainly motivated by
the interest of broadcasters in building large digital archives
of structured assets ready for search, retrieval, and reuse. A
significant amount of time and money is spent by news net-
works to find in their archives events related to newly occurred
event. In this context, catastrophe-related news are one of the
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most common topics that require automated retrieval, which
require faster than real-time analysis. As a consequence, this
task has recently been subject to large research projects such as
[3] and [4]. In the catastrophe news scope, fire events are one
of the most common topics, along with bombings and floods
[5]. Therefore, efficient detection of fire in video contents has
proved to be an important research topic in the last few years
[3], [6], and [7]. Beyond classification of video content for
search and retrieval, fire detection usually finds application in
surveillance and related security systems.

In this paper, we propose an efficient vision-based event
detection method for identifying fire in videos, extending
the work presented in [8]. Most vision-based fire detection
techniques proposed in the literature target surveillance ap-
plications with static cameras and consequently reasonably
controlled or static background. Otherwise, they propose the
use of filter banks [9], frequency transforms [10], and mo-
tion tracking, requiring more computational processing time,
making them unsuitable for video retrieval.

In contrast, the proposed method is very efficient and robust
when applied to detect fire catastrophes in news content. The
proposed method analyses the frame-to-frame changes of spe-
cific low-level features describing potential fire regions. Five
features, namely color, area size, region coarseness, boundary
roughness and skewness within estimated fire regions, are used
as low-level descriptors for the proposed analysis. Because of
flickering and random characteristics of fire due the combus-
tion and air flow, these are efficient classifying features. The
change of each of these features is evaluated, and the results
are combined according to the Bayes classifier to determine
whether or not fire occurs in that frame.

In contrast to some works from the literature [11], the goal
of this paper is not to identify fire pixels in a given image
or video frame, but to determine if fire occurs in the frame.
The goal is generic event detection for automatic classification,
annotation and retrieval.

The majority of the vision-based fire detection systems
employ some type of hybrid model combining color, geometry
and motion information. In general, fire detection systems use
color clues as a precondition to generate seed areas for possible
fire regions [called a “potential fire mask” (PFM) in this paper]
since color is the most discerning feature. An effective color
model for potential fire pixel determination is thus essential
for almost any vision-based fire detection system. Under these
circumstances, the contributions presented in this paper can be
listed as follows.

1051-8215/$26.00 c© 2010 IEEE
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1) A probabilistic model for color-based fire detection is
proposed, which outputs a degree of confidence for
each pixel as representing fire or not. We illustrate that
an efficient PFM can be generated from this model.
This approach can be directly employed to different fire
detection methods proposed in the literature (discussed
in Section II) that used color to indicate candidate fire
regions.

2) Unlike many works in the literature which use shape
descriptors to analyze the amount of flame motion, we
use the boundary roughness of the potential fire regions.
This brings the same amount of discernibility with a
more efficient processing speed.

3) It has been frequently observed in the literature [12]
that saturation occurs in the red channel of fire regions.
In order to exploit this characteristic, we use of the
third order statistical moment (skewness) of the potential
fire region as a feature. This is a simple and powerful
discriminant, which significantly enhances the detection
performance.

4) We also propose the use of the variance as a feature, due
to the randomness/coarseness observed in fire surfaces.

5) For real fire regions, the amount of fire varies from frame
to frame due to flame flickering. Therefore, the change
in fire area is also used as a feature with classification
power.

6) For edited newscast videos, the fire region is usually
located in the center of the frames. This fact is used
to model the probability of occurrence of fire as a
function of the position, enhancing the performance of
the algorithm.

7) The features are combined with the Bayes classifier to
achieve an practical low detection error rate.

This paper is organized as follows. In Section II we re-
view existing techniques, comparing them with the proposed
method. In Section III, we discuss color, semantic and dy-
namic fire characteristics, proposing efficient discrimination
features for fire. In Section IV we propose a framework for
classification, based on the Bayes classifier. In Section V we
present experimental results, followed by a relevant conclusion
in Section VI.

II. Related Methods

Despite a growing interest in the topic, there is still not a
large number of papers about fire detection in the computer
vision literature. Many fire detection systems are based on
satellite images or thermal analysis of satellite sensors [13]–
[15]. However, this type of application is out of the scope
of this paper. Inside the vision-based scope, the first works
used purely a color-based model [16], which is the initial step
for many other algorithms, including the one proposed in this
paper.

An earlier version of the work presented in this paper is
given in [8]. A key difference between both approaches is the
use of the probabilistic approach in the color analysis, as in [8]
a naive threshold is used. Apart from that, in [8] the authors

do not exploit the spatial distribution of fire (discussed in
Section III-F) nor present a error rate analysis for the method.

In [17], the authors use pixel colors and their temporal
variations. They use an approach that is based upon creating
a Gaussian-smoothed color histogram to determine the fire-
colored pixels, and then using the temporal variation of
pixels to determine which of these pixels are actually fire.
However, this algorithm is also essentially color based, and
does not exploit other statistical characteristics of potential
fire regions. In addition, temporal variation in image pixel
color does not capture the temporal property of fire which
is more complex and benefits from a region level repre-
sentation. As observed in [10], for example, pixels in the
core of the fire exhibit less temporal variation than the other
pixels.

An alternative approach in color-based detection is to an-
alyze the YCvCr color space instead of the RGB space [11],
[18]. In [11], for example, the authors propose the use of a
fuzzy logic approach which uses luminance and chrominance
information to replace the existing heuristic rules used to
generate the PFM. The implicit uncertainties in the rules
obtained from repeated experiments can be encoded in a fuzzy
representation that is expressed in linguistic terms. The authors
argue that the single output decision quantity will then give
a better likelihood that a pixel is a fire pixel. Although a
very good detection rate is achieved, the method is focused
on images and random changes of fire from frame to frame
are not exploited.

The works presented by Toreyin et al. in [9] and [19] also
yield good results, where boundary of flames are represented
in wavelet domain and high frequency nature of the boundaries
of fire regions is also used as a clue to model the flame flicker
spatially. However, the approach used presents two drawbacks:
first, the algorithm assumes that the camera is stationary; and
second, it presents a high computational complexity despite
working in real-time. Considering that newscast videos have at
least 25 frames/s, the analysis would be very time consuming
for video retrieval applications. A similar situation occurs in
the work presented in [10], which makes use of the Fourier
transform for boundary description of every potential fire
region.

A more recent approach presented in [20] combines spectral,
spatial and temporal characteristics of fire and smoke using
fuzzy logic to indicated potential candidate fire regions. The
fuzzy logic reasoning, in this case, is the counterpart of our
probabilistic approach proposed in Section III. Fuzzy logic
is also used in [21] to fuse features like average intensity,
average hue and average flickering. In both [20] and [21],
however, the assumptions and reported experiments consider
a static camera, which is often not the case in newscast
videos.

In [22], the authors also use a probabilist metric to threshold
potential fire pixels. This is achieved by multiplying the prob-
abilities of each individual color channel being fire. However,
this metric can be very sensitive: if the value of one of the
channels is not very close to the expected stochastic mean for
that channel, the result of the metric is significantly decreased,
increasing the number of false-negatives. The probabilistic
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Fig. 1. Histogram of a fire region inside the black square, for the red, green,
and blue channels.

metric for thresholding potential fire pixels that we propose
in this paper minimizes this effect.

III. Statistical Characteristics of Fire

It is well known that fire has unique visual signatures. Color,
geometry, and motion of fire region are all essential features
for efficient classification. In general, in addition to color, a
region that corresponds to fire can be captured in terms of the
spatial structure defined by the boundary variation within the
region. The shape of a fire region often keeps changing and
exhibits a stochastic motion, which depends on surrounding
environmental factors such as the type of burning elements
and wind.

Based on these factors, in the following we propose several
useful features for detecting fire: color (Section III-A), ran-
domness of fire area size (Section III-B), fire boundary rough-
ness (Section III-C), surface coarseness (Section III-D), skew-
ness (Section III-E), and spatial distribution (Section III-F).
We explain the physical characteristics that validate their
applicability.

A. Color

According to most fire detection papers presented in the
literature and based on our own experiments, we notice
that fire has very distinct color characteristics, and although
empirical, it is the most powerful single feature for finding
fire in video sequences. Based on tests with several images in
different resolutions and scenarios, it is reasonable to assume
that generally the color of flames belongs to the red-yellow
range. Laboratory experiments show that this is indeed the
case for hydrocarbon flames [23], which are the most common
type of flames seen in nature. Other types of flames, such as
blue liquefied petroleum gas flames, are not considered in this
paper since they do not represent the typical flame seen in a
surveillance or catastrophe scene.

For the type of flames considered (hydrocarbon flames), it
is noticed that for a given fire pixel, the value of red channel
is greater than the green channel, and the value of the green
channel is greater than the value of blue channel, as illustrated
in Fig. 1.

Several additional characteristics also hold, which are dis-
cussed in the following, where a color detection metric is
proposed. This detection metric is used to generate the PFM,
which will then be further analyzed with the other non-color
fire features discussed in Sections III-B–III-F. Notice that this

Fig. 2. Graphical representation of the parameters in (1). Maximum confi-
dence is obtained when f̄Robs = µf̄R

.

metric can also be employed in the systems discussed in
Section II which use naive color thresholds to generate their
PFM.

1) Proposed Color Based Detection Metric: Let a fire pixel
at position (m, n) in an image be represented by f(m, n), where

f(m, n) =

⎡
⎣fR(m, n)

fG(m, n)
fB(m, n)

⎤
⎦

and fR, fG, and fB are the red, green, and blue channels
representation of f , respectively.

Let f̄R, f̄G, and f̄B represent the sample average of the
pixels in a fire image region, for the red, green, and blue
channels, as shown in Fig. 1.

Interpreting f̄R, f̄G, and f̄B as random variables, we
employ a Gaussian model for these variables, such that
f̄R∼N (µf̄R

, σ2
f̄R

), f̄G ∼ N (µf̄G
, σ2

f̄G
), and f̄B ∼ N (µf̄B

, σ2
f̄B

).
Notice that a distinction should be made between the distri-
bution of the pixels in fR and the distribution of f̄R, i.e., the
distribution of the sample average of the pixels in fR. The
same is valid for f̄G and f̄B.

With these assumptions, let us define

DCR
= pf̄R

(f̄Robs)/pf̄R
(µf̄R

) (1)

DCG
= pf̄G

(f̄Gobs)/pf̄G
(µf̄G

) (2)

DCB
= pf̄B

(f̄Bobs)/pf̄B
(µf̄B

) (3)

where px(x0) represents the evaluation of the probability
density function (PDF) of a random variable x at value x0.
In this case, f̄Robs represents the average value in the red
channel of an observed set of pixels. Fig. 2 illustrates that
the maximum value for DCR

is obtained when f̄Robs = µf̄R
.

DCR
can be interpreted as a normalized metric that indicates

the probability that a given region represents fire according to
the red channel distribution. For example, if in (1) f̄Robs is
very close to µf̄R

, DCR
is very close to 1 and we assume

with probability DCR
that the observed region represents a fire

region (considering the red channel only). To extend this to the
three color channels, in the following we employ DCR

, DCG
,

and DCB
as given in (4).

Using the definitions (1)–(3), the proposed detection metric
DC to indicate whether the observed region represents fire is
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given as

DC = DCR
+ DCG

+ DCB
− (DCR

DCG
+ DCR

DCB

+DCG
DCB

) + DCR
DCB

DCG
. (4)

If f̄Robs, f̄Gobs, and f̄Bobs can be assumed independent, DC

can be interpreted as the degree of confidence—represented
by a probability—that a set of pixels represents a fire region
(based only on color analysis). If we assume that f̄Robs,
f̄Gobs, and f̄Bobs are correlated, DC is an approximation that
depends on the correlation level. In practice, however, DC

yields meaningful results. This is illustrated in Section V, in
which comparisons between the theoretical error rate based on
DC and results from real data show good correspondence.

Equation (4) is based on fundamentals of probability theory,
and its derivation is given in Appendix I.

Based on the metric DC a binary image PFM is generated
for each frame, such that

PFM(m, n) =

{
0, if DC(m, n) < λC

1, otherwise
(5)

where λC is a confidence threshold level and the values 1 or
0 indicate the presence of absence of fire at the corresponding
location in the image f . The threshold λC is the same for
all pixel locations. However, in Section III-F, we propose a
weighting that modifies λC according to the position (m, n) in
the image.

2) Color Metric Error Rate: The variables DCR
, DCG

,
and DCB

in (1)–(3) follow an exponential distribution. To
determine theoretically the PDF of DC, one could use the sum
and difference properties for independent random variables
[24]. This property states that the PDF of the sum of random
variables is given by the convolution of their respective PDFs
and that the PDF of difference of random variables is given by
the cross-correlation of their PDFs. However, because of the
correlation between some terms in (4), (DCR

and DCR
DCG

,
for example), an analytical computation of the PDF of DC

becomes very complex. In this case, we estimate this PDF via
Monte Carlo simulations and nonlinear least squares curve
fitting [25]. From our results, we find that DC follows an
exponential distribution with the rate parameter λ.

Once we determine λ, it is possible to find the theoretical
error rate of metric DC. The maximum likelihood estimator
for λ is given by [26]

λ =
1

E{DC} . (6)

In Appendix II, we show that E{DC} is given by

µDC
= E{DC} =

√
2π

2π

(
1

CRσfR
+ CGσfG

+ CBσfB

)

− 1

2π

(
1

CRCGσfR
σfG

+ CRCBσfR
σfB

+ CGCBσfG
σfB

)

+

(√
2π

2π

)3
1

CRCGCBσfR
σfG

σfB

(7)

where CR = pf̄R
(µf̄R

), CG = pf̄G
(µf̄G

), and CB = pf̄B
(µf̄B

).

Fig. 3. Illustration of the change in fire pixel area from frame to frame.
(a) Fire area = 1692 pixels. (b) Fire area = 2473 pixels.

Based on the error rate for the exponential distribution [27],
the detection error rate using DC is given by

R(λC) = e− λC
λ (8)

which indicates the percentage of fire pixels classified as non-
fire. The experiments in Section V illustrate the applicability
of this error rate.

Considering (13), we refer to the concatenation of pixels
“1” as fire blobs in this paper. The PFM is then processed
with a connected components algorithm so that the potential
fire blobs are concatenated in a contiguous region.

Notice that the threshold λC should be very permissive
and many non-fire regions may be included in the PFM.
For this reason, additional analysis is necessary to further
refine the results. To define a real burning fire, in addition to
using chromatics, statistical and dynamic features are usually
adopted to distinguish other fire aliases [10], [12]. Examples
of these fire dynamics include the change in shape, flame
movement and flickering. The statistical and dynamic fire
features proposed in this paper are discussed next.

B. Randomness of Area Size

For the estimated fire pixel area, because of the fire flicker-
ing, a change in the area size of the PFM occurs from frame
to frame, as illustrated in Fig. 3. Non-fire areas have a less
random change in the area size. The normalized area change
�Ai for the ith frame is given by

�Ai =
|Ai − Ai−1|

Ai

(9)

where Ai corresponds to the area of the fire blobs representing
the potential fire regions in the PFM. In case a hard decision
rule is used, fire is assumed if �Ai > λA, where λA is a
decision threshold.

C. Boundary Roughness

As discussed in Section II, in [10], for example, the authors
represent the shape of fire regions using Fourier descriptors
(FD) [28], based on the coefficients of the Fourier transform.
However, in a retrieval application, this solution presents
two drawbacks: 1) retrieval demands a very high processing
speed, and the evaluation of the FD for every frame is a
very time consuming operation, specially in high resolution
images; and 2) although the FD are excellent shape descriptors,
for fire detection purposes the real feature of interest is the
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Fig. 4. Illustration of the convex hull (red line) used to evaluate the boundary
roughness of the blob.

randomness or roughness of the shape, and not the shape
itself, as fire does not have a specific boundary characteristics.
Therefore, we propose the use the boundary roughness of the
potential fire region as a feature, given by the ratio between
perimeter and convex hull perimeter [29]. The convex hull of
a set of pixels S is the smallest convex set containing S, as
illustrated by the red curve in Fig. 4. The boundary roughness
is given by

BR = PS/PCHS

where PS is the perimeter of S and PCHS
is the perimeter of the

convex hull of S. To compute the perimeter, a simple approach
is to count the number of pixels connected horizontally and
vertically plus

√
2 times the number of pixels connected

diagonally, as described in [29]. Similarly to (9), if a hard
decision rule is used, fire is assumed if BR > λBR

, where λBR

is a decision threshold.
Experiments illustrate that this is an excellent and compu-

tationally efficient discriminant for the shape of fire regions,
yielding similar results to the use of FD, however with much
lower computational complexity.

D. Surface Coarseness

Unlike other false-alarm regions, like a yellow traffic sign,
for example (Fig. 5), fire regions have a significant amount
of variability in the pixel values. Filter banks are frequently
used in texture analysis when trying to describe a given pattern
[28]. In the case of fire, however, it is very hard to describe
its texture with any given model. The randomness observed in
fire can vary significantly in frequency response (periodicity
is often not present) and gradient angles, for example. The
variance is a well-known metric [28], [29] to indicate the
amount of coarseness in the pixel values.

Hence, we use the variance of the blobs as a feature to
help eliminating non-fire blobs in the PFM. Therefore, fire
is assumed if the blob has a variance σ > λσ , where λσ

is determined from a set of experimental analyses. Fig. 5
illustrates how the use of the variance can reduce the false-
alarm rate of the PFM, for an illustrative threshold λσ = 50.

Fig. 5. Example of eliminating potential fire regions through variance anal-
ysis only.

Fig. 6. Illustration of the effect of positive and negative skewness on a
distribution.

E. Skewness

The skewness measures the degree of asymmetry of a dis-
tribution around its mean [24]. It is zero when the distribution
is symmetric, positive if the distribution shape is more spread
to the right and negative if it is more spread to the left, as
illustrated in Fig. 6.

As discussed in Section III-A, fire regions have high pixel
values for the green and specially for the red channel. Very
often, we observe a saturation in the red channel, leading the
histogram to the upper side of the range, as illustrated in Fig. 7.
This causes the skewness of this distribution to have a high
negative value. For this reason, we employ the skewness as an
useful feature to identify fire regions. Let the sample skewness
γR of the red channel be defined as

γR =

1

J2

J∑
m=1

J∑
n=1

[fR(m, n) − f̄R]3

σ3
fR

(10)

where J is the number of pixels in the blob. A potential fire
region present at frame i is assumed as real fire if

γRi
< λγR

(11)

where λγR
is a decision threshold. Experiments illustrate that

fire regions usually have γR < −1, and this is the value we
use in the experiments in Section V.
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Fig. 7. Illustration of the saturation effect in the histogram of the red channel
of the fire regions inside the blue boundaries.

Fig. 8. Illustration of images containing fire.

F. Spatial Distribution of Fire

One important characteristic of “human recorded” videos
(i.e., not surveillance cameras) is that the fire is the most im-
portant semantic part of the image for the camera-man/woman.
For this reason, fire is usually located in the central area of
the frame.

From a set of 120 images color images ai, i = 1 . . . 120
containing fire, we manually segmented the fire regions (gen-
erating the ground truth), setting the “fire pixels” to 1 and the
“non-fire pixels” to zero. A few examples of test images are
given in Fig. 8, and their corresponding segmented versions
are illustrated in Fig. 9. We refer to the segmented binary
images as asi

. Let s be a new image given by the sum of
all the segmented images, such that s =

∑120
i=1 asi

. A 3-D
representation of s is given in Fig. 10. Projecting the pixels
in s to the vertical axis, we obtain the distributions presented
in Figs. 11 and 12, as a function of vertical and horizontal
positions, respectively.

In Fig. 11, we observe the relationship between the vertical
position and the probability of occurrence of fire in a given
part of an image containing fire.

Using a histogram-based PDF estimation [25], the distri-
bution in Fig. 11 is well represented by a non-central chi-
square distribution [24] with two degrees of freedom and non-
centrality equal to 4.5. This is intuitively coherent as fire has
a well-defined lower burning base which extends to the top of
the image. Similarly, on the horizontal axis the probability of
occurrence of fire is approximated by a generalized normal
distribution, with standard deviation equal to 3.10, gamma

Fig. 9. Illustration of fire segmentation.

Fig. 10. 3-D representation of s.

parameter equal to 1.82, and mean on the center of the
horizontal axis, as illustrated in Fig. 12.

We use this information to weight the confidence from the
result of the color analysis given in (5), depending on the
location where potential fire is found. We define this weighting
as w(m, n) such that

w(m, n) =
1

2

(
gh(m)

maxgh

+
gv(n)

maxgv

)
(12)

where m and n are the pixel coordinates and gh(m) and
gv(m) are the functions describing the vertical and horizon-
tal spatial distributions of the fire, respectively (shown in
Figs. 11 and 12). The variables maxgh

and maxgv
represent

the maximum values that the functions may take, acting
as a normalizing factor. In Fig. 11, for example, maxgv

= 0.1.
In this case, (5) becomes

PFM(m, n) =

{
0, if DC(m, n) < w(m, n)λC

1, otherwise.
(13)

IV. Classification

Considering a stochastic interpretation of the features dis-
cussed in Section III, the Bayes classifier [28] is employed
to combine the features, although it is clear that different
statistical classifiers could also be tested.

For each frame i, naive set of PFMs is initially created based
on the set of rules for color, from Section III-A. For each PFM,
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Fig. 11. Plot of a chi-square probability density function, representing the
distribution of the pixel count on the vertical axis as a function of the position,
where 0 represents the bottom of the image.

Fig. 12. Plot of a generalized Gaussian probability density function, repre-
senting the distribution of the pixel count on the horizontal axis as function
of the position, where 0 represents the left of the image.

a vector d of features is obtained as

d =

⎡
⎢⎢⎣

�A

BR

σ

γR

⎤
⎥⎥⎦ . (14)

The features used are the ones discussed in the previous
section: area size change, boundary roughness, variance, and
red channel skewness. The features are combined according
to the Bayes classifier.

In order to classify the class fire from the class non-fire, the
Bayes classifier needs to estimate the mean and the variance
of each class. Therefore, it requires a statistical “training,”
based on observed values, to determine a decision function
that separates the classes. Let b indicate a flag that represents
one of the two possible classes: b = 1 represents the fire class
and b = 0 represents the non-fire class. Using this notation,
the Gaussian density of the vector in the fire class has the
form

p(d/b = 1) =
1

2π|C1|e
− 1

2 (d−m1)T C1
−1(d−m1) (15)

where m1 = E{d} is the mean vector in the fire class and
C1 = E{(d − m1)(d − m1)T } is the covariance matrix in the
fire class. Similar formulation is obtained for the non-fire class,

yielding

p(d/b = 0) =
1

2π|C0|e
− 1

2 (d−m0)T C0
−1(d−m0). (16)

Under the above assumptions, the Bayes classifier decision
function in the fire class is described by

f1(d) = lnPr(b = 1)− ln|C1|
2

− (d − m1)T C1
−1(d − m1)

2
(17)

where ln represents the natural logarithm operation. Corre-
spondingly, for the non-fire class, the decision function is

f0(d) = lnPr(b = 0)− ln|C0|
2

− (d − m0)T C0
−1(d − m0)

2
. (18)

Finally, the decision surface separating the two classes is

f10 = f1(d) − f0(d) = 0. (19)

Fig. 16 illustrates a 3-D decision function separating fire
from non-fire. A more detailed description on how to combine
the features using this technique can be found in [26] and [29].
A block diagram of the process is given in Fig. 13. Using this
classification framework, the naive thresholds λA, λBR

, λγR
,

and λσ discussed in Section III are not applied, but only give
the reader a practical reference for the typical values for these
parameters.

Although some features have better classification power
than others, because all the discussed features are useful to
discriminate fire from non-fire, combining them increases the
distance between these two classes, and consequently reduces
the detection error rate [28], at the expense of increasing
computational complexity.

V. Experiments

In the experiments, we used a selection of test videos
from the MESH [3] database of news content. This database
is formed of several instances of catastrophe related videos
from the Deutsche Welle broadcaster. It contains several news
reports related to fire events. They include different kinds of
fires such as building, wildland and residential fire, containing
shots captured at day time, dusk or night time. This diversity
is convenient to evaluate the performance of the system under
different lighting and quality conditions. The video selection
also contains many shots of objects with fire-like appearances
such as sunsets and artificial background from the news
program, as illustrated in Fig. 15. Notice that, for this figure,
a naive classification based only on the set of rules described
in Section III-A would cause a wrong detection. The video
resolution is 768×576 and the frame rate is 25 frames/s. There
are approximately 532 min of video (or 798 000 frames).

In addition to the MESH database, we have tested videos
from surveillance cameras available online and also from the
database in http://signal.ee.bilkent.edu.tr/VisiFire.

A. Experiment 1

This experiment illustrates the applicability of the metric
DC. Moreover, it shows an excellent correspondence between
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Fig. 13. Block diagram illustrating the fire detection process for each frame
i, including the PFM generation, the extraction of features and the classi-
fication according to the Bayes classifier. When edited newscast videos are
considered, the decision block “Edited Video?” indicates how the algorithm
should compute the PFM: “Color Threshold”—corresponding to (13) or
“Position Weighted Color Threshold”—corresponding to (13).

the error rate analysis provided in Section III-A2 and error
rates from synthetic simulations. In Fig. 14, we plot the
theoretical false-negative error rate, given in (8). In this figure,
the circle marks represent the experimental error rates from
synthetic simulations, where no real video is analyzed. Instead,
these error rates were determined from random signals with the
same statistical characteristics assumed for the fire regions (as
discussed in Section III-A), which were computer generated.

The red crosses represent the results using samples from
the real tested videos. In this case, we can see a discrepancy
between the theoretical error rate and the error rate from
real experimental results. This difference is expected due to
a relaxation in the statistical assumptions employed in the
error analysis. Despite the difference, the analysis still yield a
reasonable correspondence between theory and practice, such
that the user can estimate of the system performance according
to (8). Notice that the error rate increases as the threshold
approaches 1.

B. Experiment 2

The frames are classified as “contains fire” or “does
not contain fire,” as discussed in Section IV. For training
the classifier, 75 instances of fire in video sequences were
used, generating a 4-D decision surface. Fig. 16 illustrates a
3-D separating surface for discriminating fire from non-fire
regions, based on the features boundary roughness, variance,
and normalized area change.

The results using the proposed features are presented in
Table I. This table shows the false positive (wrongly assume

Fig. 14. Plot of the theoretical false-negative error rate based only the color
metric DC . The black circles represent the experimental error rates from
synthetic simulations. The red crosses represent the practical error rates using
the real video database.

Fig. 15. Illustration of an artificial fire-like region, with potential false-
negative.

Fig. 16. Illustration of a surface separating frames from fire to non-fire
classes, based on the features roughness, variance and normalized area change.

the presence of fire) rate and the false negative (wrongly
assume the absence of fire) rate. The rows corresponding to
each feature represent the error rates when that feature only
is used to classify fire from non-fire, after the color-based
fire segmentation is done. The table also indicates how the
different features increase the performance of the system and
compare to each other. The row “Combination” corresponds
to the results when all the features are combined, as illustrated
in Fig. 13.
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TABLE I

Experimental Error Rates: Performance Comparison Among

Used Features

Features Used False-Positive False-Negative
Color 9.37% 0.033%
+ Position (edited videos) 6.12% 0.028%
+ Skewness 1.95% –
+ Roughness 3.70% –
+ Area change 2.26% –
+ Variance 7.11% –
Combination 0.68% –

TABLE II

Error Rate Comparison With Different Methods

Method False-Positive False-Negative
Proposed 0.68% 0.028%

[8] 0.9% 0.04%
[10] 0.0% 0.1%
[11] 9.9% 1.0%
[20] 0.297% 12.36%
[19] 0.1% 0%

Comparisons with other methods in the literature are pre-
sented in Table II. This table indicates the reference being
compared (left column) and its reported error rate. The results
described in [10] and [19], for example, yield very low error
rates. However, [19] assumes the camera is stationary and
[10] makes use of frequency transforms and motion tracking,
requiring more computational processing time, making them
unsuitable for video retrieval. In [11], a good false-negative
rate is achieved, however with a high false-positive (9.9%),
which is considerably higher than the rate in the proposed
method. The results reported in [20], on the other hand,
indicate a very low false-positive rate at the expense of a high
number of false-negatives. The second row in the table [8]
shows results of an earlier version of the proposed system,
which had an inferior performance mainly due to the naive
color thresholding.

VI. Conclusion

In this paper, we have proposed a new detection metric
based on color for fire detection in videos. In addition, we
have exploited important visual features of fire, like boundary
roughness and skewness of the fire pixel distribution. The
skewness, in particular, is a very useful descriptor because
of the frequent occurrence of saturation in the red channel of
fire regions. Also, we have proposed modifications to motion-
based features. For newscast videos, we model the probability
of occurrence of fire as a function of the position, yielding an
efficient performance.

In contrast to other methods which extract complicated
features, the features discussed here allow very fast process-
ing, making the system applicable not only for real time
fire detection, but also for video retrieval in news contents,
which require faster than real-time analysis. The experiments
illustrate the applicability of the method, with an average false-
positive rate of 0.68% and a false-negative rate of 0.028%.

Although out of the scope of this paper, in a real retrieval
system such as MESH [3], information from automatic speech
recognition [30] can also be used to improve the system
reliability. Further work includes using a Markovian approach
to formalize the feature dependence between adjacent frames
and how the features evolve in time.

Appendix I

This appendix shows how (4) can be interpreted as a degree
of confidence (probability) using the metrics given in (1)–(3).

In probability, the inclusion-exclusion principle [31] states
that for random events Ai

P

( n⋃
i=1

Ai

)
=

n∑
k=1

(−1)k−1
∑

I⊂{1,...,n}
|I|=k

P(AI) (20)

where the second sum on the right-hand side of the equation
is performed over all subsets I of the indices 1, ..., n, which
contain exactly k elements, and

AI =
⋂
i∈I

Ai (21)

represents the intersection of all those Ai with index in I.
For n = 2, (20) represents the well-known addition law

of probabilities based on the Kolmogorov probability axioms
[32], given by

P(A ∪ B) = P(A) + P(B) − P(A ∩ B) (22)

for events A and B. For n = 3, we have

P(A ∪ B ∪ C) = P(A) + P(B) + P(C) − P(A ∩ B)

−P(A ∩ C) − P(B ∩ C) + P(A ∩ B ∩ C). (23)

Considering that DCR
in (1) represents a probability, we can

replace P(A) with DCR
. The same is valid for DCG

and DCB
.

Therefore, if we let P(A ∪ B ∪ C) = DC, we may write

DC = DCR
+ DCG

+ DCB
− (DCR

DCG
+ DCR

DCB

+DCG
DCB

) + DCR
DCB

DCG
. (24)

This is the result shown in (4) and it is interpreted as the
degree of confidence (represented by a probability) that a set
of pixels represents a fire region.

Appendix II

This appendix derives the result presented in (7). The
expected value of DC is given by

µDC
= E{DC} = E{DCR

+ DCG
+ DCB

−(DCR
DCG

+ DCR
DCB

+ DCG
DCB

)

+DCR
DCB

DCG
}. (25)

Using the linearity property of expected values, each term
separated by addition or subtractions in (25) can be analyzed
separately. The first term is given by

E{DCR
} = E{pf̄R

(f̄Robs)/pf̄R
(µf̄R

)}
= E{pf̄R

(f̄Robs)}/CR (26)
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where CR = pf̄R
(µf̄R

) is a constant. Recall from Section III-A
that f̄Robs ∼ N (µf̄R

, σ2
f̄R

) and px(x0) represents the evaluation
of the PDF of a random variable x at value x0. The change
of variables theorem for expected values [33] states that, for
a function g(x), where x is a random variable

E{g(x)} =
∫ ∞

−∞
g(x)f (x)dx (27)

where f (x) is the PDF of x. Using (27) to solve (26) yields

E{DCR
} =

1

CR

∫ ∞

−∞

(
1

σfR

√
2π

e

(
¯fRobs−µ ¯fR

)2

2σ2
¯fR

1

σfR

√
2π

e
−
(

¯fRobs−µ ¯fR

)2

2σ2
¯fR

)
df̄Robs

=
1

CR2πσ2
f̄R

∫ ∞

−∞
e
−
(

¯fRobs−µ ¯fR

)2

σ2
¯fR df̄Robs

=
1

CR2πσ2
f̄R

σfR

√
2π = µDCR

. (28)

A similar analysis is valid for the terms DCG
and DCB

in
(25).

For the joint term DCR
DCG

, assuming that DCR
and DCG

are independent, it follows that

µDCR
DCG

= E{DCR
DCG

}
= µDCR

µDCG
=

1

2πCRCGσfR
σfG

. (29)

For the joint term DCR
DCG

DCB
, assuming that DCR

, DCG
,

and DCB
are independent, an analysis similar to (29) yields

µDCR
DCG

DCB
= E{DCR

DCG
DCB

} = µDCR
µDCG

µDCG
. (30)

Replacing the results from (28) to (30) into (25) yields

µDC
= E{DC} =

√
2π

2π

(
1

CRσfR
+ CGσfG

+ CBσfB

)

− 1

2π

(
1

CRCGσfR
σfG

+ CRCBσfR
σfB

+ CGCBσfG
σfB

)

+

(√
2π

2π

)3
1

CRCGCBσfR
σfG

σfB

(31)

which is the result presented in (7).
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